**关于在科研活动中规范使用人工智能技术的诚信提醒**

**中国科学院科研道德委员会**

**（2024年9月10日发布）**

为了在科研活动中规范使用人工智能技术，避免误用、滥用人工智能技术引发的科研诚信风险，遵循诚实、透明、负责任的原则，中国科学院科研道德委员会依据科研活动全流程诚信管理要求，对我院科技人员和学生提醒如下：

**提醒一：**在选题调研、文献检索、资料整理时，可借助人工智能技术跟踪研究动态，收集整理参考文献，并对人工智能生成信息的真实性、准确性、可靠性进行辨识；反对直接使用未经核实的由人工智能生成的调研报告、选题建议、文献综述等。

**提醒二：**在申报材料撰写时，如使用了由人工智能生成的内容，应对内容负责，并全面如实声明使用情况；反对直接使用未经核实的由人工智能生成的申报材料。

**提醒三：**在数据收集和使用时，如使用了由人工智能生成的模拟仿真数据、测试数据等，或使用人工智能技术对原始数据进行统计分析，应全面如实声明使用情况；反对将人工智能生成的数据作为实验数据。

**提醒四：**在音视频和图表制作时，可利用人工智能技术辅助完成，应对生成内容进行标识，并全面如实声明使用情况；反对使用人工智能直接生成音视频和图表。

**提醒五：**在成果撰写时，可使用人工智能技术辅助整理已有的理论、材料与方法等，可进行语言润色、翻译、规范化检查；反对将人工智能生成内容作为核心创新成果，反对使用人工智能生成整篇成果及参考文献。

**提醒六：**在同行评议中，反对使用人工智能技术撰写同行评议意见，不得将评议信息上传至未经评议组织者认可的工具平台。

**提醒七：**在科研活动中，如使用人工智能技术，应在注释、致谢、参考文献或附录等部分声明工具的名称、版本、日期及使用过程；反对未加声明直接使用。

**提醒八：**在选择人工智能技术时，应使用经国家备案登记的服务工具；反对滥用人工智能技术危害数据安全，侵犯知识产权，泄露个人隐私等。

院属各单位应依据上述提醒，结合本单位学科特点和学术惯例，开展必要的教育培训，引导科技人员和学生透明、规范、负责任地使用人工智能技术。