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ABSTRACT

Retrieval of multi-layered cloud properties, especially ice water path (IWP), is one of the most perplexing
problems in satellite cloud remote sensing. This paper develops a method for improving the IWP retrievals
for ice-over-water overlapped cloud systems using Tropical Rainfall Measuring Mission (TRMM) Microwave
Imager (TMI) and Visible and Infrared Scanner (VIRS) data. A combined microwave, visible and infrared
algorithm is used to identify overlapped clouds and estimate IWP separately from liquid water path. The
retrieval error of IWP is then evaluated by comparing the IWP to that retrieved from single-layer ice clouds
surrounding the observed overlapping systems. The major IWP retrieval errors of overlapped clouds are
primarily controlled by the errors in estimating the visible optical depth. Optical depths are overestimated
by about 10–40% due to the influence of the underlying cloud. For the ice-over-warm-water cloud systems
(cloud water temperature Tw > 273 K), the globally averaged IWP retrieval error is about 10%. This cloud
type accounts for about 15% of all high-cloud overlapping cases. Ice-over-super-cooled water clouds are
the predominant overlapped cloud system, accounting for 55%

of the cases. Their global averaged error is ∼17.2%. The largest IWP retrieval error results when ice clouds
occur over extremely super-cooled water clouds (Tw 6 255 K). Overall, roughly 33% of the VIRS IWP retrievals
are overestimated due to the effects of the liquid water clouds beneath the cirrus clouds. To improve the
accuracy of the IWP retrievals, correction models are developed and applied to all three types of overlapped
clouds. The preliminary results indicate that the correction models reduce part of the retrieval error.
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1. Introduction

Although they are widely recognized to play a criti-
cal role in the earth’s radiation balance, clouds remain
the major source of large uncertainties in climate pre-
dictions by general circulation models (GCMs). The
difficulties of adequately capturing the cloud radia-
tive effects in GCMs are well documented (Cess et al.,
1990). One of the principal reasons for the large un-
certainties is the lack of knowledge about cloud over-
lap. Multi-layered clouds, together with changes in
cloud particle size, thermodynamic phase (water or
ice) and optical depth, contribute a large part of the
cloud-radiation climate feedback (Gupta et al., 1992;
Wielicki et al., 1995). Changes in cloud overlap or
cloud vertical structure affect the atmospheric gen-
eral circulation by modifying the distributions of ra-
diative energy and latent heat within the atmosphere
(Slingo and Slingo, 1988; Randall et al., 1989; Slingo
and Slingo, 1991; Wang and Rossow, 1998).

Climatologically, surface observations show that

about 40%–50% of the clouds are multi-layered (Poore
et al., 1995; Hahn et al., 1982, 1984; Warren et al.,
1985, 1988; Tian and Curry, 1989; Wang et al., 1999,
2000). But when lower clouds are present or during the
night when visibility is poor, surface observers may not
be able to identify cirrus and altostratus/altocumulus
clouds (Poore et al., 1995). Surface observations also
do not provide cloud top height/pressure and opti-
cal thickness information. Because of the sparse ge-
ographical coverage of weather stations, surface obser-
vations can only provide the large-scale (15◦ latitude
by 30◦ longitude over ocean, and 5◦ by 5◦ over land;
see Hahn et al., 1982, 1984) variation of cloud vertical
distributions. With higher spatial and temporal cov-
erage, satellite observations of radiances at solar and
infrared wavelengths yield near-global distributions of
cloud amount, optical depth, cloud top temperature,
and height (Rossow and Schiffer, 1999) as well as ef-
fective droplet size (e.g., Han et al., 1994), phase, and
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ice crystal size (e.g., Minnis et al., 1998). Most re-
mote sensing techniques, however, assume single-layer
cloud systems in their retrievals. Multilayered cloud
properties are then artificially considered as homoge-
nous single-layer clouds. As such, cloud overlap can
cause large errors in the retrievals of many properties
including cloud height, optical depth, thermodynamic
phase, and particle size. For multi-layered clouds, one
of the greatest impediments to accurately determine
cloud ice mass for a given atmospheric profile is the
influence of underlying liquid water clouds and pre-
cipitation on the radiances observed at the top of the
atmosphere (TOA). For example, the optical depth de-
rived from a reflected visible radiance represents the
combined effects of all cloud layers. Thus, the effects of
the liquid water path (LWP) and ice water path (IWP)
in multi-layered cloud systems should be separated.

Since reflected solar measurements can be used to
retrieve atmospheric total water path (TWP), which
includes both cloud water and ice amounts, Lin and
Rossow (1996) made the first estimates of global IWP
distributions by using a simple separation technique
of TWP and cloud LWP retrieved, respectively, by us-
ing the International Satellite Cloud and Climatology
Project (ISCCP, Rossow and Schiffer, 1999) and from
microwave data taken by different satellites. Because
of spatial and temporal mismatches between the IS-
CCP and microwave datasets and uncertainties in both
retrievals, the IWP estimates are subject to large er-
rors. Liu and Curry (1998, 1999), Evans et al. (1998),
Weng and Grody (2000), and Zhao and Weng (2002)
demonstrated the potential for using millimeter-and
sub-millimeter-wavelength measurements to directly
infer ice cloud properties separately from liquid wa-
ter clouds. Most of those retrieval algorithms were
tested using aircraft in situ measurements over tropi-
cal oceans or data that was not currently available on
satellites.

A variety of methods have been developed to iden-
tify multi-layered clouds. Baum et al. (1994) used
CO2 slicing and a spatial coherence method to demon-
strate nighttime detection of multi-layered clouds. Jin
and Rossow (1997) applied a similar technique for a
global analysis of overlapped cloud amounts. Baum
and Spinhirne (2000) proposed a 1.6- and 11–µm bi-
spectral threshold method to detect clouds in daylight.
The limitation of these techniques is that the opti-
cal depth for upper layer ice clouds cannot be large
(usually optical depth<5). Since satellite microwave
measurements at frequencies lower than ∼100 GHz are
sensitive to water clouds, Lin et al. (1998a, b) used a
combination of infrared (IR), visible (VIS), and mi-
crowave (MW) data to detect ice clouds overlapping
non-precipitating water clouds over water surfaces.

While all of these methods have made progress in
solving this stubborn problem, none has been used

for continuous and consistent monitoring of multilay-
ered cloud systems. Furthermore, satellite retrievals
of multi-layered cloud properties, especially IWP, are
still in a development stage and tend to have large
uncertainties (e.g., factor of 2 or more). It is clear
that retrieval of overlapping clouds from passive in-
struments such as satellite radiometers is still one of
the most perplexing problems in satellite cloud remote
sensing and requires additional research.

Recently, Ho et al. (2003) applied the Lin et al.’s
(1998a, b) microwave, visible and infrared (MVI) algo-
rithm to combined Tropical Rainfall Measuring Mis-
sion (TRMM) Microwave Imager (TMI) and Visible
and Infrared Scanner (VIRS) data. Currently, the
MVI method is the most feasible approach for retriev-
ing IWP for the overlapped cases. Ho et al. (2003)
found that the global mean difference between the
TMI liquid water path (LWPT) and the VIRS liquid
water path (LWPV) is less than 0.01 mm for warm
non-precipitating clouds. But for cold clouds, almost
25%–30% of the VIRS total water path (TWPV) in
these cases is actually from liquid water beneath the
upper-layer clouds. Thus, the assumption that the
cloud is entirely ice when computing VIRS ice wa-
ter path (IWPV) introduces some errors in the wa-
ter path estimations. They suggest that the differ-
ences between TWPV and LWPT could be used as
estimates of IWP. However, the MVI differencing ap-
proach to derive IWP in overlapped cases represents
only a first step toward constructing an IWP climatol-
ogy. In reality, the simple differencing of TWPV and
the LWPT may not provide a correct answer because
of differences in the scattering properties of liquid and
ice clouds. The uncertainty in the IWP retrieval arises
from the TWPV and LWPT retrieval errors. Further-
more, the microphysics of the lower cloud may signif-
icantly influence the derived optical depth. Thus, the
underlying clouds must be properly characterized and
the radiative transfer effects of the overlapped cloud
system must be taken into account.

In this study, the variability in the IWP is fur-
ther analyzed using the most recent version of VIRS
cloud products and the IWP retrieval error is eval-
uated for ice-over-water multi-layered cloud systems
using collocated VIRS and TMI data. The MVI al-
gorithm (Lin et al., 1998a; Ho et al., 2003) is used to
identify the overlapped clouds and estimate IWP val-
ues based on VIRS measurements. The IWP values
of overlapped clouds are then evaluated by comparing
them with the single-layer cirrus clouds surrounding
the observed overlapping systems. Correction models
are also developed to improve the accuracy of the IWP
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estimates.

2. Data

The data used in this study are TMI, VIRS mea-
surements taken by the TRMM satellite over open
oceans equatorward of 38◦ latitude. TRMM is in
a 350-km circular orbit with a 35◦ inclination angle
(Kummerow et al., 1998). This orbit produces a se-
quence of equatorial crossing times that cover the full
diurnal cycle in each location within about 46 days.
Thus, measurements can be taken over the full range
of solar zenith angles over a given tropical region twice
per season. TMI is a nine-channel, passive microwave
radiometer measuring radiance at frequencies of 10.65,
19.35, 21.3, 37.0 and 85.5 GHz. All channels have both
vertically and horizontally polarized measurements ex-
cept for the 21.3-GHz channel, which has only verti-
cal polarization. TMI scans conically with an inci-
dent angle of 52.8◦ at the sea surface and yields a
swath width of about 758.5 km. The 85.5- and 37-
GHz effective footprints are 7 km (down-track direc-
tion) by 5 km (cross-track direction) and 16 km by
9 km, respectively. The TMI antenna temperatures
were converted to brightness temperatures Tb with
the method of Wentz (1998). The plane-parallel mi-
crowave radiation transfer model (MWRTM) of Lin
et al. (1998a) was then used to simulate Tb for all
TMI channels. A lookup table (LUT) was built for
various atmospheric conditions including an range of
cloud temperatures (Tw), LWPT, atmospheric column
water vapor (CWV), near-surface wind speed (WS),
and sea surface temperature (SST). For each cloudy
TMI pixel, LWP and Tw can be retrieved from the
LUT simultaneously using SST, WS, CWV, and bias-
corrected values of Tb37H and Tb85V (see Fig. 1, Ho
et al., 2003). From simulations, Lin et al. (1998a)
showed that the simultaneous retrieval yields a bias
error of about ±0.01 mm in LWP.

VIRS is a five-channel imager that measures ra-
diances at 0.65, 1.64, 3.75, 10.8, and 12.0 µm with
a spatial resolution of about 2 km at nadir view. The
VIRS radiance data are used to retrieve cloud fraction,
thermodynamic phase (water or ice phase), optical
depth, effective particle size, water path (WP), cloud-
top temperature Tc, and cloud top height z for the
Clouds and Earth’s Radiant Energy System (CERES)
project (Minnis et al., 1995). Because of the time lim-
itation of the CERES TRMM project, this study only
analyzes the TRMM data from 1 January to 31 Au-
gust 1998. The VIRS cross-track scan yields cover-
age roughly between 38◦N and 38◦S. VIRS ice and
liquid water path (IWPV and LWPV) retrievals are
calculated from the cloud optical depth and effective
particle size estimated from visible and near-infrared
wavelengths (Minnis et al., 1995, 1998) assuming a

monotonic cloud thermodynamic phase of the whole
atmospheric column.

The CERES TRMM Edition-2 VIRS cloud prop-
erties and spectral radiances (Minnis et al., 2002) are
used here. Ho et al. (2003) used the CERES TRMM
Edition-1 cloud property dataset (Minnis et al., 1999).
In addition to other changes, the Edition-2 algorithm
uses a different visible channel reflectance parameteri-
zation (Arduini et al., 2002) and accounts for absorp-
tion of visible wavelength radiation by water vapor.
Relative to the Edition-1 retrievals, these two changes
tend to reduce the optical depth for thin clouds, in-
crease the optical depth for thicker clouds, and mini-
mize the solar zenith angle dependence of the optical
depth retrievals.

To estimate the properties of overlapping non-
precipitating clouds over oceans, the VIRS pixel-level
radiances and cloud properties were collocated with
TMI measurements. Since TMI has much larger foot-
prints than VIRS, the VIRS cloud products were con-
volved with TMI measurements to produce equivalent
VIRS cloud retrievals within the TMI footprints. Only
the TMI pixels containing more than 15% cloudiness
from the convolved VIRS-TMI data are used here. The
resulting dataset constitutes 81.6% of all TMI pixels
taken over the oceans. Because TMI and VIRS are
on the same spacecraft, the temporal and spatial mis-
matches of VIRS and TMI measurements are negligi-
ble. The detailed collocation and retrieval processes
for the TRMM data have been reported by Ho et al.
(2003).

3. Identification and variability of multilayered
clouds

The value of Tw retrieved from TMI data repre-
sents a mean cloud temperature for an integrated cloud
column whereas Tc derived from the VIRS data rep-
resents the temperature near the top of the cloud for
optically thick clouds (Minnis et al., 1995). There-
fore, when the difference, ∆Twc = Tw − Tc, is signif-
icantly positive, it is likely that the observed system
consists of overlapped clouds (Lin et al., 1998b; Ho et
al., 2003). In this study, three special overcast groups
are selected and analyzed. The conditions for select-
ing these three groups are: (1) single-layer high ice
clouds (ICLD: 100% ice phase, Tw > 290 K, Tc < 273
K, |Ts − Tw| < 3 K and Ts − Tc > 36 K, where Ts rep-
resents SST), (2) overlapped clouds (OCLD: 100% ice
phase, Tw < 290 K, Tc < 273 K, Tw − Tc > 15 K, and
Ts − Tc > 36 K), and (3) single-layer low warm water
clouds (WCLD: 100% water phase, 273 K< Tw < 290
K, Tw − Tc < 5 K and Ts − Tc > 10 K). The crite-
ria used here are similar to that used by Ho et al.
(2003). The thermodynamic (ice or water) phase of
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the highest cloud was determined by the VIRS anal-
ysis. The thresholds used here exclude some overcast
cloud data. Thus, the classification does not assign
all overcast clouds into one of the three groups since
only high-ice-over-water clouds are the focus of this
study. The three-group total constitutes about 18%
of all overcast cases. Individual ICLD, OCLD, and
WCLD systems account for 36.4%, 48.2%, and 15.4%
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Fig.1. Comparison of TMI Tw with VIRS Tc over global tropical ocean for (a) ICLD, (b) OCLD 
and (c) WCLD for July, 1998. 
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Fig. 1. Comparison of TMI Tw with VIRS Tc over global
tropical ocean for (a) ICLD, (b) OCLD and (c) WCLD for
July 1998.

of the total overlapped cloud systems, respectively.
The corresponding seasonal variabilities around the
mean frequencies of the three cloud systems are about
8.5%, 4.5% and 6.3%, respectively.

Figure 1 shows the scatter plot of Tw with Tc for
each of the three groups for tropical ocean (20◦S–
20◦N) regions during July 1998. The relationships
between Tw and Tc are distinct for each group. For
single-layer ICLD in Fig. 1a, Tw is very narrowly dis-
tributed around 300 K. In contrast, Tc is very low,
ranging from 210 to 265 K with means near 239.4 K
and a standard deviation of about 12.1 K. It should be
emphasized that, in the ICLD case, there is almost no
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Fig.2. Histogram of VIRS optical depth (OPD) over global tropical ocean for (a) ICLD, (b) 
OCLD and (c) WCLD for July, 1998. 
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Fig. 2. Histogram of VIRS optical depth (OPD) over
global tropical ocean for (a) ICLD, (b) OCLD and (c)
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cloud water in the atmosphere (LWPT values are near
zero), and the TMI radiances are directly from the sea
surface with some attenuation by atmospheric water
vapor and other trace gases. Thus, the estimated Tw



NO. 2 HUANG 169

values do not really represent cloud water tempera-
tures; instead, they are closely related to SST. The
negative linear correlation coefficient (R=−0.22) be-
tween Tw and Tc further demonstrates a relationship
between Tw and SST. As SST increases, the convec-
tion tends to deepen, and more cirrus clouds occur at
higher altitudes. The OCLD systems have a different
correlation between Tw and Tc (Fig. 1b). Tw averages
about 27.5 K greater than Tc (233 K), although the
standard deviations, 11.3 K and 12.5 K, respectively,
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Fig. 3. Comparison of VIRS IWP or LWP  with TMI LWP over global tropical ocean for (a) 
ICLD, (b) OCLD and (c) WCLD for July, 1998.    
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Fig. 3. Comparison of VIRS IWP or LWP with TMI LWP
over global tropical ocean for (a) ICLD, (b) OCLD and (c)
WCLD for July 1998.

are similar. In addition to the presence of over-
lapped clouds, this large difference arises from the fact

that the TMI-measured microwave radiation emanates
from much lower cloud layers than the IR radiances
measured by VIRS. The cloud temperature Tw is more
or less a column-averaged value of cloud liquid water
temperature as opposed to the near-cloud-top temper-
ature (Tc) retrieved from the VIRS data. For the low
WCLD, Tw is strongly and positively correlated with
Tc(R=0.86; Fig. 1c) at a statistical significance level
above 99%. The mean difference between the two es-
timates is very small, less than 1 K, suggesting that the
temperature differences between the cloud base and
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Fig. 4. Histogram of VIRS IWP over global tropical ocean for (a) ICLD, (b) OCLD and (c) the 
difference between OCLD and ICLD for July, 1998. 
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Fig. 4. Histogram of VIRS IWP over global tropical ocean for (a) ICLD, (b) OCLD and (c) the 
difference between OCLD and ICLD for July, 1998. 
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Fig. 4. Histogram of VIRS IWP over global tropical ocean
for (a) ICLD and (b) OCLD, and (c) the difference between
OCLD and ICLD, for July 1998.

the cloud top of low level water clouds are likely to
be only within 1 K corresponding to cloud thickness
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of several hundred meters. This result confirms that
significant differences between Tw and Tc can be used
as the critical condition for identifying cloud overlap.

Figure 2 shows frequency distributions of VIRS op-
tical depth (OPD) for all three cloud groups for July
1998. The single-layer ice cloud optical depths (Fig.

2a) are about 35% less than the overlapped cloud val-
ues (Fig. 2b), possibly indicating the effect of lower-
level water clouds on the retrieved optical depth. The
mean WCLD optical depth (Fig. 2c) is nearly equal to
that for OCLD, but the similarity ends there. The
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1998.
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shapes of the histograms and standard deviations
(SDEVs) are much different. The frequency distribu-
tion of the OCLD optical depths appears to be in-
termediate between ICLD and WCLD and the OCLD
standard deviation is much greater than those for the
WCLD and ICLD. For ICLD, optical depths less than
8 occur more than 70% of the time compared to only
46% for overlapped cloud systems. For single-layer
water clouds, the optical depths are concentrated be-
tween 7 and 12 (56%).

To illustrate the effect of overlapped clouds on
VIRS IWP (IWPV), Fig. 3 shows the scatter plots of
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Fig.6 Seasonal variation of occurrence frequency of three different overlapped cloud systems in 
global (GL) and different latitudinal bands (NH: Northern Hemisphere; TRO: Tropics; 
SH; Southern Hemisphere) from January to August, 1998. Solid curves are for IOWW, 
dashed curves for IOSW, long-dashed curves for IOEW.   
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Fig.6 Seasonal variation of occurrence frequency of three different overlapped cloud systems in 
global (GL) and different latitudinal bands (NH: Northern Hemisphere; TRO: Tropics; 
SH; Southern Hemisphere) from January to August, 1998. Solid curves are for IOWW, 
dashed curves for IOSW, long-dashed curves for IOEW.   
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Fig.6 Seasonal variation of occurrence frequency of three different overlapped cloud systems in 
global (GL) and different latitudinal bands (NH: Northern Hemisphere; TRO: Tropics; 
SH; Southern Hemisphere) from January to August, 1998. Solid curves are for IOWW, 
dashed curves for IOSW, long-dashed curves for IOEW.   
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Fig.6 Seasonal variation of occurrence frequency of three different overlapped cloud systems in 
global (GL) and different latitudinal bands (NH: Northern Hemisphere; TRO: Tropics; 
SH; Southern Hemisphere) from January to August, 1998. Solid curves are for IOWW, 
dashed curves for IOSW, long-dashed curves for IOEW.   

Fig. 6. Seasonal variation of occurrence frequency of
three different overlapped cloud systems globally (GL)
and in different latitudinal bands (NH: Northern Hemi-
sphere; TRO: Tropical Ocean; SH; Southern Hemisphere)
from January to August 1998. Solid curves are for
IOWW, dashed curves for IOSW, and long-dashed curves
for IOEW.

IWPV or LWPV with LWPT for each cloud group in
tropical ocean (20◦S–20◦N) areas for July 1998. As
expected, almost no correlation exists between IWPV

and LWPT in either the ICLD or OCLD cases. IWPV

varies from 0 to 1.0 mm and is vertically narrowly
distributed around LWPT=0 in the ICLD case (Fig.
3a), while there is a large spread for overlapped sys-
tems (Fig. 3b). Figure 3c shows coincident LWPV and
LWPT retrievals for WCLD. The cloud systems in this
category are dominated by stratocumulus clouds with
minimal contamination by thin cirrus clouds. The two
LWP estimates are well correlated (0.816) with a mean
difference, LWPV−LWPT, of −0.017 mm and a stan-
dard deviation of 0.01 mm. The correlation is much
better than that found using the Edition-1 data, but
the mean Edition-2 VIRS value underestimates the
TMI values by 15% compared to a 6% overestimate
in the Edition-1 data (Ho et al., 2003). The July 1998
differences represent the worst case. For all 8 months,
the mean Edition-2 LWPV is only 2% less than the
mean LWPT. Therefore, the VIRS and TMI liquid
water path values are very consistent overall.

One means for quantifying the impact of the un-
derlying water clouds on the VIRS retrieval of IWP
is to compare nearly adjacent TMI pixels filled with
overcast ice clouds. One pixel should contain mea-
surable amounts of LWP while the other should be
free of liquid water. The IWPV distributions for a set
of 500 pairs of tropical OCLD pixels and the near-
est ICLD pixels observed during July 1998 are shown
in Figs. 4a and 4b. The respective IWPV histograms
are similar to the optical depth histograms in Figs.
2a and 2b. Nearly 60% of the ICLD values are less
than 0.1 mm compared to only 40% for the OCLD
pixels. Although the mean OCLD IWPV is 0.078-mm
greater than its ICLD counterpart for these cases, the
ICLD IWPV does not always exceed IWPV from its
nearest OCLD neighbor as indicated in the difference
distribution in Fig. 4c. The larger OCLD IWPV val-
ues could be due to either more deeply developed ice
clouds in overlapped fields or to a significant contri-
bution of the LWP in the lower-level clouds to total
reflectance and, hence, to the IWPV values. In the
latter case, the IWPV values more or less represent
column total water path and, theoretically, can be cor-
rected using LWPT. If the former case predominates,
then few negative values would be expected in Fig. 4c
because it implies that the IWP in the multilayered
clouds should always exceed IWP in the single-layer
conditions. If LWP were the dominant factor and the
ice clouds are somewhat randomly distributed over the
water clouds, then the probability for observing a neg-
ative difference will increase. That is, some thin cirrus



172 ANALYSIS OF ICE WATER PATH RETRIEVAL ERRORS OVER TROPICAL OCEAN VOL. 23

clouds would occur over a thin water cloud and some
thick cirrus clouds would occur over water-cloud-free
areas. Given that 22% of the OCLD-ICLD differences
in Fig. 4c are negative, it appears that the underly-
ing LWP is the predominant factor causing the differ-
ences in IWPV between single-layer and multi-layered
clouds. It should be noted that denser ice clouds may

form coincidentally with liquid water clouds, but these
systems are frequently precipitating resulting in their
exclusion from this analysis. Clouds are defined as pre-
cipitating if the values of Tb37V-Tb37H are less than 37
K (Lin and Rossow, 1994). The precipitation clouds
were excluded when TMI retrieval was matched with
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Fig.7. Seasonal variation of regional mean (left panels) and standard deviation (SDEV, right 
panels) of IWP for IOWW (solid curves), IOSW (dashed curves) and IOEW (long dashed 
curves) from January to August, 1998. 
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Fig.7. Seasonal variation of regional mean (left panels) and standard deviation (SDEV, right 
panels) of IWP for IOWW (solid curves), IOSW (dashed curves) and IOEW (long dashed 
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Fig.7. Seasonal variation of regional mean (left panels) and standard deviation (SDEV, right 
panels) of IWP for IOWW (solid curves), IOSW (dashed curves) and IOEW (long dashed 
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Fig.7. Seasonal variation of regional mean (left panels) and standard deviation (SDEV, right 
panels) of IWP for IOWW (solid curves), IOSW (dashed curves) and IOEW (long dashed 
curves) from January to August, 1998. 

Fig. 7. Seasonal variation of regional mean (left panels) and standard deviation (SDEV,
right panels) of IWP for: IOWW (solid curves); IOSW (dashed curves) and IOEW (long-
dashed curves) from January to August 1998.
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VIRS (Ho et al., 2003).
Figures 5a and b show the monthly and zonal vari-

ations of mean IWPV for ICLD and OCLD, respec-
tively. These monthly zonal means are averaged only
when overcast ice clouds are detected. For single-
layer ice clouds (Fig. 5a), both the largest values and
strongest seasonal variability are found in the mid lat-
itudes of both hemispheres. The mid-latitude seasonal

variations in multi-layer cloud mean IWPV are simi-
lar but not as pronounced. During the winter seasons
in the respective hemispheres, cold fronts at those lati-
tudes generate thicker cirrus clouds than for other sea-
sons and locations. The OCLD IWPV values up to 0.4
mm are also found approximately during the spring-
time. A relative maximum in the OCLD IWPV follows
the northward shift of the inter-tropical convergence
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Fig. 8. Seasonal variation of regional mean (left panels) and standard deviation (SDEV, right 
panels) of IWP∆  for  IOWW (solid curves), IOSW (dashed curves) and IOEW (long-dashed 
curves) from January to August, 1998. 
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Fig. 8. Seasonal variation of regional mean (left panels) and standard deviation (SDEV, right 
panels) of IWP∆  for  IOWW (solid curves), IOSW (dashed curves) and IOEW (long-dashed 
curves) from January to August, 1998. 
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Fig. 8. Seasonal variation of regional mean (left panels) and standard deviation (SDEV, right 
panels) of IWP∆  for  IOWW (solid curves), IOSW (dashed curves) and IOEW (long-dashed 
curves) from January to August, 1998. 
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Fig. 8. Seasonal variation of regional mean (left panels) and standard deviation (SDEV,
right panels) of ∆IWP for: IOWW (solid curves); IOSW (dashed curves) and IOEW (long-
dashed curves) from January to August 1998.
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zone (ITCZ) from March through August. The major
systematic IWPV differences between overlapped and
single-layer ice clouds occur in the tropical regions for
all seasons (Fig. 5c) where both thin cirrus and thick
anvil clouds generated by tropical deep convection are
frequently observed. Surprisingly, the ICLD IWPV in
the southern mid latitudes is generally equal to or less
than the OCLD mean, especially in the austral winter.
4. Evaluation of ice water path retrieval

To further evaluate the influence of underlying
clouds on the IWP retrieval, the OCLD data are sep-
arated into three categories based on the value of Tw.
These three types of clouds include: (1) ice-over-warm-
water cloud systems (IOWW) for which Tw > 273 K;
(2) ice-over-supercooled water cloud systems (IOSW)
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Fig. 9. Seasonal variation of retrieval errors over global ocean for (a) IOWW, (b) IOSW, and (c) 

IOEW. The solid curves are for 
VΘ

∆Θ term, dashed curves for 
τ
τ∆ term and long dashed 

curves for retrieval errors due to the effective diameter term in Eq. (2). 
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Fig. 9. Seasonal variation of retrieval errors over global
ocean for (a) IOWW, (b) IOSW and (c) IOEW. The solid
curves are for the ∆Θ/ΘV term, dashed curves for the
∆τ/τ term, long-dashed for retrieval errors due to the ef-
fective diameter term, and the dotted-long-dashed curves
are for the nonlinear interaction term in Eq. (2).

having 255 K< Tw < 273 K; and (3) ice-over-extreme-
supercooled water clouds (IOEW) with Tw < 255 K.
The 255 K is an empirical parameter based on statisti-
cal analysis (Bin Ling, private communication, 2005).
For IOSW and IOEW, the lower-layer clouds may con-
sist of a mixture of both ice and water particles while
both thin cirrus and thick anvils can comprise the
upper-layer clouds. The deepest convective clouds are
likely to be confined to the IOEW category.

Figure 6 shows the occurrence frequency variations
for the three overlapped cloud types in different zonal
bands from January through August 1998. The oc-
currence frequency is defined as the percentage of the
overlap type relative to the total number of OCLD pix-
els. The IOSW clouds (dotted curves) are the major
type of the ice-over-water cloud systems in all regions.
The globally averaged IOSW frequency accounts for

more than 55% of all OCLD pixels compared to 15%
and 30% for IOEW (dashed curves) and IOWW (solid
curves), respectively. These results are consistent with
ship observations (Hahn et al., 1982), which show that
in the Tropics, cirrus clouds overlap altostratus, cumu-
lus and cumulonimbus more often than they occur over
stratus and stratocumulus. Globally (GL, between
38◦N and 38◦S), the occurrences of the three overlap
types vary minimally with season (Fig. 6a). IOEW
increases by ∼8% while IOSW decreases by a simi-
lar amount from January to August. The most strik-
ing seasonal changes occur between 20◦N and 38◦N
(NH, Fig. 6b), where IOSW drops by 20% as IOEW
increases by 25% from winter to summer. The IOWW
peaks in April and reaches a minimum during sum-
mer. Presumably, the seasonal rise in IOEW is linked
to the increase in deep convection, which would raise
liquid water up to greater altitudes underneath anvil
cirrus than the less vigorous baroclinic disturbances
that produce many layers of water clouds beneath the
cirrus shields. A similar convergence of the IOSW and
IOEW occurs in the Tropics (TRO, Fig. 6c) during
the boreal summer when the ITCZ is more developed.
The seasonal variability in the three overlap types is
least in the southern midlatitudes (SH, Fig. 6d) where
IOEW and IOWW are of the same magnitude.

The instantaneous uncertainty in LWPT is on the
order of 0.04 mm. To reduce the uncertainties (∼0.04
mm) in the microwave LWPT retrievals, the 1◦ gridded
averages are considered in the following study. Figure
7 shows the seasonal changes of regional means (left
panels) and standard deviations (right panels) of grid-
ded IWPV for the three kinds of overlapped clouds.
The IOEW clouds hold the highest amounts of ice wa-
ter path with the strongest variability, followed by the
IOSW systems. In the tropical region, the mean (Fig.
7e) and standard deviation (Fig. 7f) of IOEW clouds
are about 0.27 mm and 0.18 mm, respectively, while
for IOSW systems, the values are smaller and about
0.16 mm and 0.15 mm, respectively.

Since there are no proper observational data to val-
idate the retrieval errors of IWPV, the differences of
IWPV between OCLD and ICLD can be, in the first
order, considered as relative retrieval bias errors of
IWPV of OCLD, that is,

∆Θ(t, ro) = ΘOCLD(t, ro)−ΘICLD(t, rs) , (1)

where Θ is the IWP, t is the time, and ro and rs are the
location of grids of OCLD and ICLD of the surround-
ing area, respectively. IWPOCLD (ΘOCLD) represents
the IWPV values of OCLD, while IWPICLD (ΘICLD) is
for the IWPV values of non-overlapped single layer ice
clouds of neighboring upper layer ice clouds of over-
lapped clouds. The non-overlapped single layer ICLD
grids are defined as those grids that co-exist with the
OCLD grids in the small region (10◦ by 10◦) at the
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same time. Obviously, the assumption is not valid for
tropical convective systems since the cirrus parts of
the clouds often have less ice amount than the thick
anvils that are close to the convective cores and fre-
quently have both ice and super-cooled water layers.
However, it is usually acceptable under the conditions
of extended tropical cirrus sheets where upper level
ice clouds are not correlated with lower layer water
clouds. Seasonal changes of mean (left panels) and
standard deviation (SDEV, right panels) of ∆IWP for
these three categories of clouds are depicted in Fig. 8.
The mean and standard deviation of ∆IWP for IOEW
clouds (long-dashed curves in Fig. 8) are much higher
than those of IOSW (dashed curves) and IOWW (solid
curves) in all regions and months. For example, the
globally averaged ∆IWP values of IOEW and IOWW
are around 0.087 mm and 0.014 mm, respectively. In
other words, the IWPV of OCLD, in global average,
is about 0.087 mm greater than IWPV of single layer
cloud surrounding IOEW systems.

As discussed by Minnis et al. (1998), IWPV is a
function of visible optical depth (τ) and ice particle
effective diameter (De), that is,

ΘV = τ(a1De + a2D
2
e + a3D

3
e ) .

The percent of retrieval bias errors due to the under-
lying water cloud can be derived as:

∆Θ
ΘV

=
∆τ

τ
+ FD(De,∆De)

∆De

De
+

FD(De,∆De)
∆De

De

∆τ

τ
, (2)

where
FD(De,∆De) =

a1 + a2(∆De + 2De) + a3(∆D2
e + 3∆DeDe + 3D2

e )
a1 + a2De + a3D2

e

,

Θ is the IWP, and ai (i = 1, 2, and 3) are constant
coefficients (Minnis et al., 1998). From Eq. (2), the
bias error of IWPV is linearly related to the bias error
of optical depth but nonlinearly to the uncertainties
in diameter. The IWP error is directly proportional
to the error of the optical depth. The IWP error in-
creases as the optical depth varies from its true value.
The error characteristics are also modified slightly by
the particle effective size. Figure 9 shows the seasonal
variations of the relative retrieval bias error ( in %) of
the three types of overlapped clouds over global oceans
from January to August 1998. The solid curves are
for the ∆Θ/ΘV term, dashed curves are for the ∆τ/τ
term, and long dashed curves are for retrieval errors of
the second term in Eq. (2) due to the effective diam-
eter. The dotted long dashed curves are for the third
term in Eq. (2) which represent the nonlinear interac-
tion between ∆τ and ∆De. Here ∆τ and ∆De are
the difference between OCLD and ICLD obtained by
using Eq. (1). As expected, the ice over extreme
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Fig. 10. Histogram of  (a) VIRS IWP, (b) TMI LWP  and (c) MVI IWP  over global  tropical 
ocean for July, 1998. 
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Fig. 10. Histogram of  (a) VIRS IWP, (b) TMI LWP  and (c) MVI IWP  over global  tropical 
ocean for July, 1998. 

Fig. 10. Histogram of (a) VIRS IWP, (b) TMI LWP, and
(c) MVI IWP over global tropical ocean for July 1998.

super-cooled water clouds (IOEW) holds the largest
retrieval bias errors. The eight-month average is about
49.68%. This means that almost 49.68% of IWPV in
the IOEW systems is actually from super-cooled liquid
water clouds beneath the upper layer ice clouds. For
the IOWW and IOSW cases, however, the retrieval er-
rors are significant less than the IOEW, and the eight-
month mean values of ∆Θ/ΘV are 12.08% and 20.97%
in these respective cases. But the seasonal variability
of retrieval error is very strong in the IOWW system.
This may be due to the IOWW system being often as-
sociated with fronts in the wintertime in extra-tropical
regions. As also shown in Figs. 9b and 9c, the bias er-
rors of retrieved IWPV are primarily controlled by the
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Fig. 11. Seasonal variation of correlation between ∆ IWP and (a) TMI LWP, (b) TMI Tw, (c) 
Wind Speed, and (d) Water Vapor for IOWW (solid curves), IOSW (dashed curves) and 
IOEW (long-dashed curves). 
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Fig. 11. Seasonal variation of correlation between ∆ IWP and (a) TMI LWP, (b) TMI Tw, (c) 
Wind Speed, and (d) Water Vapor for IOWW (solid curves), IOSW (dashed curves) and 
IOEW (long-dashed curves). 

Fig. 11. Seasonal variation of correlation between ∆IWP and (a) TMI LWP, (b) TMI Tw, (c)
wind speed, and (d) water vapor for IOWW (solid curves); IOSW (dashed curves) and IOEW
(long-dashed curves).

inconsistency in the estimated optical depths over
ICDL and OCLD clouds for the ice-over-cold-water
cloud in the IOSW and IOEW cases. It is shown
that the error of IWPV apparently increases linearly
as the difference of optical depth increases. The effect
of effective diameter on the IWPV retrieval is a small
balance term in Eq. (2), which indicates the statisti-
cal averages of the effective ice particle size for single
and multiple layer ice clouds are about the same as
long as these clouds do not have significant precipi-
tation for ice-over-cold-water cloud. But for ice-over-
warm-water cloud (Fig. 9a), optical depth and diam-
eter are significant contributions to the bias error of
IWPV. The eight-month mean ∆τ/τ for IOWW (Fig.
9a) is around 21.16%, which is about 9% greater than
the bias error of ∆Θ/ΘV. The average value of the
De term [second term in Eq. (2)] is −7.8%. The dif-
ference could be due to the impact of the underly-
ing water cloud reflectance on the total 3.7-µm radi-
ance used to retrieve De, if the ice cloud is optically
thin (Kawamoto et al., 2002). Most IOWW clouds
are optical thin cirrus cloud over lower warm water
cloud. If the optical depth of the ice cloud exceeds 4
or 5, then De should be unaffected by the lower cloud.
The similarities in De between the IOSW and IOEW

overlapped cases and the single-layered clouds suggest
that there is no distinct difference in De between the
single-layered ice cloud and the multilayered clouds.
It should be emphasized that the retrieval errors dis-
cussed here are the relative error caused by underly-
ing cloud. Other errors are assumed to be canceled
in calculating the IWP difference between OCLD and
ICLD.

5. Development of correction model

As mentioned above, VIRS IWP represents the to-
tal column water amount; a better IWP estimate can
be calculated from the difference between VIRS IWPV

and TMI LWPT, i.e.,
ΘTV = ΘV −ΘT ,

where Θ is the IWP, and ΘTV (IWPTV) is defined
as the MVI IWP by Ho et al. (2003). Figure 10 com-
pares the frequency distributions of VIRS IWPV, TMI
LWPT and the MVI IWPTV. It should be emphasized
that VIRS IWPV actually represents the total WP for
100% overcast ice phase clouds. As shown in Fig. 10,
the IWP values obtained from MVI are considerably
different from the original VIRS estimates. The mean
MVI IWPV is around 0.069 mm (Fig. 10c), while the
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Fig.12. Comparison of corrected IWP (solid curves) with original IWP (dashed curves), IWP of 

surrounding ICLD (long-dashed curves) and MVI IWP  for IOEW system for (a) 
Northern Hemisphere (NH), (b) Tropical Ocean (TRO)  and (c) Southern Hemisphere 
(SH)  from January to August, 1998. 
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Fig. 12. Comparison of corrected IWP (solid curves) with
original IWP (dashed curves), IWP of surrounding ICLD
(long-dashed curves) and MVI IWP (dotted-long-dashed
curves) for an IOEW system for (a) Northern Hemisphere
(NH), (b) Tropical Ocean (TRO) and (c) Southern Hemi-
sphere (SH) from January to August 1998.

mean VIRS IWPV is around 0.227 (Fig. 10a). How-
ever, some IWPTV values are negative. Cloud pixels
with negative IWPTV values are mainly due to the im-
pact of the large LWPT of the lower level water clouds.
When lower layer water clouds are drizzling or contain
large particles, the visible and near-IR techniques may
underestimate the LWP values for the portion of the
overlapped systems. (Lin et al., 1998b; Gerber, 1996;
Masunaga et al., 2002). For very large LWP (>0.4
mm) cases, or the cases with IWPTV significantly less

than zero shown in Fig. 10c, the satellite visible mea-
surements can be even saturated and produce signif-
icant smaller WP values compared with MW estima-
tions (Lin and Rossow, 1994; Liu et al., 1995). The
results indicate that the simple differencing of total
WPV (or IWPV for 100% ice phase) and the TMI
LWPT may not provide a correct answer because of
the differences in the scattering properties of liquid
and ice clouds. Furthermore, the microphysics of the
lower cloud may significantly influence the derived op-
tical depth.

To further examine the effect of lower level wa-
ter cloud on upper layer ice cloud retrieval, Fig. 11
shows correlation coefficients between ∆IWP and TMI
LWPT, Tw, near sea surface wind speed and water va-
por. The solid curves represent the correlation coef-
ficient between IOWW, while the dashed and long-
dashed curves are for the IOSW and IOEW cases, re-
spectively. The thin straight lines indicate the 95%
significance level. For IOSW and IOEW, the correla-
tion coefficient between ∆IWP and LWPT is close to
the 95% significance level for most months except for
June-July-August (Fig. 11a). But for IOWW, there is
no significant response in all months except for Febru-
ary and May (Fig. 11a). There is a slightly negative
correlation between ∆IWP and Tw for IOEW clouds
in the early months of the year. For the other cases
and the IOSW overlapped systems, the relationships
are weak (Fig. 11b) because high clouds do not have
a very good temperature relationship to the underly-
ing liquid water layers (Tian and Curry, 1989; Lin et
al., 1998b; Ho et al., 2003). The correlation coefficient
between ∆IWP and wind speed and water vapor, how-
ever, are statistically significant for most months for
all three overlapped clouds (Figs. 11c and d). The sig-
nificant ∆IWP dependences on wind speed and water
vapor are caused by large-scale dynamics and ther-
modynamics. Near-sea-surface winds, especially the
wind convergence, are one of the major driving forces
for convection and high cloud formation. Water va-
por values represent the potential available amounts of
moisture for convection to generate upper layer clouds.
Strong winds and high boundary layer water vapor
amounts usually can generate and/or are associated
with strong convection activities, which produce great
vertical extension of tropical high clouds and cause
large IWP. Similar results are found in VIRS optical
depth τ (figure not shown).

Based on the results mentioned above, we can de-
velop an IWPV correction model for reducing the ef-
fect of lower level clouds on the upper level ice cloud
retrievals. The correction model should include the
VIRS optical depth τ , TMI cloud liquid water temper-
ature Tw, TMI liquid water path LWPT, TMI surface
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wind speed and the water vapor. For any time and
region, the general correction can be written as:

∆Θ(t, r) =ζ(τ){C0(t, r)+

C1(t, r)Tw + C2(t, r)LWPT+

C3(t, r)Ws + C4(t, r)Wv} , (4)

where

ζ(τ) =
eτ − e−τ

eτ + e−τ
,

where Θ is the IWP, and t and r are the time and
location, respectively. The first term in Eq. (4) rep-
resents the controlling of optical depth. When τ is
less than 8, the correction should be very small. The
coefficients, Ci(t, r) (i = 0, . . . , 4) are computed using
a least squares multiple regression fit for each month
and region. The final corrected IWPV of OCLD can
be expressed as:

Θcorrected(t, r) = Θoriginal(t, r)−∆Θ(t, r) . (5)

As shown in Eqs. (4) and (5), the correction model
is actually a modification of the MVI differencing
method for introducing more information of the lower
level water cloud. If C0, C1, C3 and C4 are equal to
zero, ζ(τ) = C4 = 1, then Eq. (5) becomes the same
as Eq. (3).

For the gridded data with IWPTV larger than zero,
we have randomly selected half of these data as the his-
torical dataset to determine the regression coefficients
and to build the lookup table. The resulting coeffi-
cients, then, are used to predict the ∆IWP(t, r) by
using Eq. (3) and to correct the IWP values with Eq.
(4) for the other half of the gridded data. To demon-
strate the capability of the correction models, Fig. 12
shows the comparisons among corrected IWPV, origi-
nal IWPV, the surrounding single layer cloud IWPV,
and MVI IWPTV for the IOEW case over the three dif-
ferent regions from January to August 1998. As shown
in Fig. 12, both the corrected IWPV (solid curves)
and MVI IWPTV (dotted-long-dashed curves) are sig-
nificantly different from the original IWPV (dashed
curves) and are close to the IWPV of the surrounding
single layer ICLD (long dashed curves). The original
IWPV values are overestimated by more than 30%. It
is clear that these correction models can significantly
reduce the retrieval error and produce more reason-
able IWPV values for multi-layered cloud systems due
to their introduction of more information of underly-
ing cloud and circulation conditions from TMI mea-
surements. Of course, these results are preliminary
and more tests need to be done. Although it is very
hard to judge how good the correction methods are
compared to the MVI technique at the present stage
of IWP estimations due to the lack of large scale and
long term in situ measurements, one of the advantages

of using a correction model is that it saves computa-
tional time in collocation and will be fast in opera-
tions. The disadvantage is that the correction method
statistically adjusts the IWP values of overlapped sys-
tems to be consistent with neighboring single layer ice
clouds. For baroclinic frontal systems, the ice water
amounts may significantly vary with neighboring loca-
tions. Thus, the current method may underestimate or
overestimate the IWP values due to small corrections
when compared with the neighboring full ice phased
thick anvil or thin cirrus clouds, as mentioned before.

6. Conclusions and discussion

Global information on ice water path in ice clouds
is urgently needed for testing global climate models
and other applications. A better understanding of
IWP and its large-scale distribution is important to cli-
mate research for improving our ability to parameter-
ize and validate cloud/precipitation processes in global
climate models. But satellite retrievals of IWP are still
in the developing stage and tend to have large uncer-
tainties (e.g., a factor of 2 or more). Recently devel-
oped, the MVI technique (Lin et al., 1998a, b) shows
promise for improving the determination of cloud over-
lap for optically thick cases over ocean.

A basic framework and some examples of the de-
termination of ice water path in multi-layered cloud
systems are provided in this paper. It has demon-
strated the capabilities of the MVI method for deriving
a variety of cloud properties, including identification
of multilayered cloud systems. Cloud properties for
both single layer ice and water clouds were compared
with multilayered cloud systems for different climato-
logical regions. For multi-layered cloud systems, Tc is
about 27.5 K colder than Tw, indicating that high ice
clouds and low liquid-water clouds are well detected
by the VIRS and TMI methods, respectively. The sig-
nificant difference between Tw and Tc can be used as
the critical condition for identifying the cloud overlap-
ping. The mean IWPV of OCLD is generally about
0.065 mm higher than that of ICLD in the Tropics.
The larger IWPV value of OCLD is the result of the
more extended vertical structure of overlapped high
clouds than of single layer high clouds. The major
systematic IWPV differences between OCLD and sin-
gle layer ICLD occur in the tropical regions for all
seasons where both thin cirrus and thick anvil clouds
generated by tropical deep convection are frequently
observed.

The MVI cloud products can also be used to an-
alyze the error of IWPV and develop the correction
model. The results show that the accuracy of the
IWPV in multi-layered clouds depends on the vertical
structure of the multi-layered clouds. On average, the
major retrieval error of the IWP of overlapped cloud
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is primarily controlled by the errors in estimating the
visible optical depth. The optical depth values are
overestimated by about 10%–40% due to the influence
of the underlying cloud. For the ice over warm wa-
ter cloud systems (Tw > 273 K), the globally averaged
retrieval error of IWP is about 10%. The occurrence
frequency of this cloud is about 15% of the total high
cloud overlapping cases. The systems with ice over su-
percooled water clouds (255 K< Tw < 273 K) are the
major components of overlapped cloud systems with
a 55% occurrence frequency. Their globally averaged
error is about 17.24%. The largest retrieval error of
IWP is from the multilayer clouds with ice over ex-
treme supercooled water cloud (Tw 6 255 K). About
33% of VIRS IWP values are overestimated due to the
effects of the lower layer liquid water clouds beneath
the upper layer cirrus clouds.

To improve the accuracy of the IWP estimation,
the correction models were developed and applied to
all three types of overlapped clouds. The preliminary
result indicate that the correction models significantly
reduce the retrieval errors and produce more reason-
able IWP values. The major limitation of the correc-
tion models is that these models are purely statistical
and it is not possible to distinguish between physical
and random relationships in the data. The representa-
tiveness of the IWP values of neighboring clouds with
respect to those of the overlapped systems needs fur-
ther investigation. Also, the models may be biased
by the sampling of the TRMM satellite. More satel-
lite data and ground observations must be used to test
the correction models. Furthermore, the current cor-
rection models are only available for the ice over water
cloud systems; more studies on other types of overlap-
ping systems are needed.
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