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ABSTRACT

Shallow convection plays an important role in transporting heat and moisture from the near-surface to higher altitudes,
yet  its  parameterization  in  numerical  models  remains  a  great  challenge,  partly  due  to  the  lack  of  high-resolution
observations.  This  study  describes  a  large  eddy  simulation  (LES)  dataset  for  four  shallow  convection  cases  that  differ
primarily in inversion strength, which can be used as a surrogate for real data. To reduce the uncertainty in LES modeling,
three different large eddy models were used, including SAM (System for Atmospheric Modeling), WRF (Weather Research
and Forecasting model), and UCLA-LES.
     Results show that the different models generally exhibit similar behavior for each shallow convection case, despite some
differences in the details  of the convective structure.  In addition to grid-averaged fields,  conditionally sampled variables,
such  as  in-cloud  moisture  and  vertical  velocity,  are  also  provided,  which  are  indispensable  for  calculation  of  the
entrainment/detrainment  rate.  Considering  the  essentiality  of  the  entraining/detraining  process  in  the  parameterization  of
cumulus  convection,  the  dataset  presented  in  this  study  is  potentially  useful  for  validation  and  improvement  of  the
parameterization of shallow convection.
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1.    Introduction

Shallow convection frequently occurs in the trade wind

regions.  It  redistributes  energy  and  water  by  transporting
heat and moisture from the near-surface to higher altitudes,
thus  affecting  the  vertical  structure  of  thermodynamic
fields. By moistening the middle and lower troposphere, shal-
low convection facilitates the triggering of deep convection
(Neggers  et al.,  2007; Stevens,  2007; Schiro  et al.,  2016;
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Dataset Profile

Dataset Title Shallow Convection Dataset Simulated by Three Different Large Eddy Models
Time Range RICO: 24 h from 0000 UTC 16 December 2004

BOMEX: 6 h from 0000 UTC 22 June 1969
ATEX: 8 h from 0000 UTC 7 February 1969
ARM-SGP: 14 h from 1130 UTC 21 June 1997

Geographical scope RICO: Northeast quadrant of a circular area ~300 km in diameter, centered around the Island of Barbuda
BOMEX: A 500 × 500 km2 ship array in the tropical Atlantic, east of Barbados
ATEX: Atlantic northeast trade wind region (near 12°N, 35°W)
ARM-SGP: 140 000 km2 in Oklahoma and Kansas

Data format netCDF4
Data volume 1–2 MB

Data service system https://www.zenodo.org/
Sources of funding National Key R&D Program of China (Grant No. 2021YFC3000802) and the National Natural Science

Foundation of China (Grant No. 42175165)
Dataset composition Four netCDF files for each shallow convection case. Each file includes variables simulated by three large

eddy models (SAM, WRF, and UCLA-LES): 19 2D variables, including winds, temperature, and specific
humidity; and conditionally sampled variables, such as in-cloud temperature, total water and vertical
velocity.
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Schiro and Neelin, 2019), which is important in the propaga-
tion  of  convectively  coupled  equatorial  waves  and  distur-
bances  (Ling  et al.,  2013; Wang  and  Zhang,  2014).  More-
over,  shallow  convective  clouds  in  the  subtropics  cool  the
Earth by increasing the reflection of the incoming solar radia-
tion, thus greatly influencing climate change as well (Bony
and Dufresne,  2005; Miao et al.,  2021).  Therefore,  shallow
convection must be adequately represented in large-scale mod-
els,  yet  its  parameterization remains  a  great  challenge,  due
to  the  lack  of  high-resolution  observations  (Tiedtke,  1989;
Bechtold et al., 1996; Li and Zhang, 2016).

In  the  last  two  decades,  large  eddy  models  have  been
widely used for verifying and improving the parameterization
of  shallow  convection  (Siebesma  et al.,  2003; Miao  and
Jiang,  2004; Wang  and  Zhang,  2015; Liu  et al.,  2016; Gu
et al.,  2020; Wang  et al.,  2022; Zhu  et al.,  2023).  Large
eddy simulation (LES),  which typically runs at  a  horizonal
resolution of 100 m, explicitly resolves cumulus scales and
acts  as  a  surrogate  for  real  data,  providing  subgrid-scale
(SGS) information that is unavailable from traditional obser-
vations.  By  utilizing  LES  data, Siebesma  and  Cuijpers
(1995)  evaluated  assumptions  used  in  the  parameterization
of shallow cumulus convection and diagnosed bulk entrain-
ment/detrainment rates. This was later followed by De Rooy
and  Siebesma (2008),  who  improved  the  parameterization
of  entrainment/detrainment  rates  based  on  LES  results.
Besides, Neggers (2009) put forward a dual-mass flux frame-
work for boundary layer convection using LES results.

Since large eddy models are not fine enough to resolve
eddies  across  all  scales,  they  require  parameterizations  of
SGS processes,  such as  turbulence,  which inevitably  intro-
duces  uncertainties  in  the  LES  modeling  (Siebesma  et al.,
2003).  In addition,  shallow convection occurring over  land
and ocean should be distinguished, and more shallow convec-
tion cases are needed to make the parameterization more uni-
versal. In this study, four shallow convection cases with vary-
ing  inversion  strength  were  simulated  by  three  different
large eddy models.

The  remainder  of  the  paper  is  structured  as  follows:
The models and experimental design are introduced in section
2. Section 3 compares the performances of the models with
respect to selected variables, including wind, the thermody-
namic field, cloud, and SGS variables. Also explored in this
section  is  the  model  sensitivity  to  the  SGS  turbulence
scheme. Section 4 provides data records and usage notes. Con-
clusions are given in section 5. 

2.    Description of cases and LES models
 

2.1.    Shallow convection cases

Four  shallow  convection  cases  are  used  in  this
study—namely,  Rain  in  Cumulus  over  the  Ocean  (RICO)
(Vanzanten  et al.,  2011),  the  Barbados  Oceanographic  and
Meteorological  Experiment  (BOMEX)  (Siebesma  et al.,
2003),  the  Atlantic  Trade  Wind  Experiment  (ATEX)
(Stevens et al., 2001), and the Atmospheric Radiation Mea-

surement  Program–Southern  Great  Plains  site  (ARM-SGP)
(Brown et al., 2002). The first three cases are for marine equi-
librium  trade  cumuli  that  differ  in  inversion  strength,  and
the last case is for transient continental cumuli, thus spanning
a  wide  range  of  shallow cumulus  regimes.  All  cases  come
from  the  Global  Energy  and  Water  Cycle  Experiment
(GEWEX)  Cloud  System  Studies  (GCSS)  Working  Group
on  boundary  layer  clouds,  with  the  locations  marked  in
Fig. 1.

Profiles of the large-scale forcing used to drive the LES
models are shown in Fig. 2, and the surface forcings (i.e., sen-
sible and latent heat flux) are listed in Table 1. For the three
maritime  cases,  subsidence  in  the  lower  troposphere  dries
the atmosphere, which partially offsets the convective moist-
ening. Horizontal advective cooling and drying also serve to
counteract  the  warming  and  moistening  caused  by  shallow
convection,  ensuring  models  quickly  reach  a  steady  state.
For  ARM-SGP,  the  large-scale  forcing  varies  with  time,
roughly  depicting  the  life  cycle  of  shallow  convection.
Other relevant variables, such as surface pressure and temper-
ature, are given in Table 1. 

2.2.    LES models

The three large eddy models are the System for Atmo-
spheric Modeling (SAM), developed by Khairoutdinov and
Randall (2003),  UCLA-LES,  described  in Stevens (2005),
and the large-eddy model of the Weather Research and Fore-
casting model (WRF) (Yamaguchi and Feingold, 2012). All
these models solve prognostic equations for the three compo-
nents  of  velocity  (u, v, w)  and  the  variables  specifying  the
thermodynamic  state.  The  dynamical  frameworks  of  SAM
and  UCLA-LES  are  based  on  the  anelastic  equations  of
motion in height coordinates, while WRF uses fully compress-
ible equations in terrain-following hydrostatic-pressure verti-
cal  coordinates.  Besides,  the models  differ  in the way they
parametrize the SGS fluxes. While SAM and WRF use 1.5-
order  SGS  closure  based  on  prognostic  SGS  turbulent
kinetic  energy  (TKE),  UCLA-LES  uses  Smagorinsky-type
closure  instead.  For  non-precipitating  shallow  convection
cases in this study, the precipitation process is turned off to
make sure total water is exactly conserved during model inte-
gration.  Therefore,  differences  due  to  cloud  microphysics
are excluded.

All  LES  models  are  configured  as  follows:  For
BOMEX and ATEX, the models use a horizontal resolution
of 64 × 64, with a grid spacing of 100 m and a vertical resolu-
tion of 75 levels from the ground to 3000 m. For ARM-SGP
and RICO, the horizontal domain is expanded to 128 × 128
and the vertical layers increased to 100 levels, with the hori-
zonal  and  vertical  resolution  remaining  unchanged.  While
SAM and UCLA-LES use a constant resolution of 40 m in
altitudinal  coordinates,  WRF  uses  terrain-following  hydro-
static-pressure  vertical  coordinates  that  are  unequally
spaced  in  the  vertical  direction.  All  models  are  integrated
for  6  h  for  BOMEX,  8  h  for  ATEX,  14  h  for  ARM-SGP,
and  24  h  for  RICO.  Details  of  these  experimental  designs
are documented in Siebesma et al. (2003) for BOMEX, Van-
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zanten  et al. (2011)  for  RICO, Stevens  et al. (2001)  for
ATEX, and Brown et al. (2002) for ARM-SGP.
 

3.    Model performance
 

3.1.    Horizontal winds and thermodynamic fields

(θ)
qt)

qt

Figure  3 shows the  initial  (grey lines)  and the  last  4-h
mean profiles of domain-averaged potential temperature 
and total water ( . For each case, the model simulations gen-
erally bear close resemblance to each other, although differ-
ences exist in the simulated within the boundary layer. Com-
pared to SAM and UCLA-LES, WRF appears to be more effi-
cient  in  transporting  moisture  to  upper  levels,  making  the
free troposphere wetter and the boundary layer drier. Such a
phenomenon is, however, not observed in ARM-SGP.

Figure  4 shows  the  mean  profiles  of  horizontal  winds
for the last 4 h, along with the initial one. Also superimposed
is the multi-model mean (MMM; black line) and the width
of twice the standard deviation of the results of all LES models
(gray shading).  The geostrophic  wind is  set  to  the  same as
the  initial,  which  decreases  with  increasing  height.  Due  to
the  Coriolis  force,  all  models  produce  an  increase  in  the
meridional  wind  speed  and  a  decrease  in  the  zonal  wind
speed.  The  differences  among  the  models  are  relatively
larger than those seen in temperature and humidity.
 

3.2.    Clouds and SGS variables

This subsection evaluates the simulation of clouds and
SGS variables. Figure 5 shows the mean profiles of the con-
vective core fraction for the four cases, in which red, blue,
green,  and  black  lines  denote  results  from  SAM,  WRF,
UCLA-LES,  and  the  MMM,  respectively.  The  convective
core here refers to the rising plumes that experience positive
buoyancy and contain condensed liquid water, which is impor-
tant  for  convective  eddy transport  (Siebesma and Cuijpers,
1995).  The  core  fraction  has  a  maximum  near  the  cloud
base,  and  decreases  with  increasing  height,  except  for
ATEX  where  a  secondary  peak  forms  near  the  cloud  top
due to strong inversion. All three models show similar profiles
in  each  case.  Overall,  the  WRF  model  tends  to  produce  a
higher cloud base and smaller core fraction compared with
the  other  two  models.  The  difference  in  cloud  base  height
between WRF and the other two models is partly due to the
different vertical coordinates used by the different models.

ϕ

As mentioned previously, the main role of shallow con-
vection  is  to  redistribute  heat  and  moisture  in  the  vertical
direction.  For  any  conserved  variable ,  the  SGS flux  can
be decomposed into three terms: (
w′ϕ′
)
= αw′ϕ′

c
+ (1−α)w′ϕ′

e
+α (1−α) (wc−we) (ϕc−ϕe) ,

(1)

 

 

Fig.  1. Location  map of  four  shallow convection  cases:  RICO (red),  BOMEX (orange),  ATEX (green)  and  RICO
(purple).
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α
where an overbar stands for the average, a prime represents
deviation from the mean value within the plume,  is the con-
vective cloud fraction, and the superscripts c and e stand for
the  active  cloudy  part  and  the  surrounding  environment,
respectively. A widely used assumption in cumulus convec-

tion parameterization is that in-cloud and environmental turbu-
lence are much smaller  than the organized turbulence term
[third  term  on  the  right-hand  side  of  Eq.  (1)],  which
describes  the  contribution  due  to  mean  organized  updrafts
and  compensating  subsidence  in  the  ambient  environment,
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Fig. 2. Large-scale forcing of (a–d) temperature, (e–h) moisture, and (i–l) vertical velocity (w). From top to bottom
are for RICO, BOMEX, ATEX and ARM-SGP. In ARM-SGP, the grey, deep grey, and black lines represent large-
scale forcings at the 1130, 1430 and 1730 LT, respectively.

 

Table 1. Surface variables and Coriolis parameter for the four convection cases

RICO BOMEX ATEX
ARM-SGP

1130 (LT) 1430 (LT) 1730 (LT)

Ps (hPa) 1015.4 1015 1015 970.000
SST (K) 299.80 300.375 298 − − −

LHF (W m−2) 160.00 153.4 140.00 450.00 500.00 420.00
SHF (W m−2) 7.00 9.46 8.50 140.00 140.00 100.00
Coriolis (s−1) 0.85×10−4 0.85×10−4 0.85×10−4 0.376×10−4
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and thus the first two terms on the right-hand side of Eq. (1)
can  be  dropped,  also  known  as  the  top-hat  approximation
(Wang and Stevens, 2000). To verify the plausibility of top-
hat  approximation,  the  organized  turbulent  flux  (dashed
lines)  and  the  full  SGS flux  (solid  lines)  of  total  water  are
shown  in Fig.  6.  Indeed,  the  organized  turbulent  flux  is
close to the full SGS flux within the convective layers. The
models  show  similar  profiles  but  different  magnitudes  for
the  organized  turbulent  fluxes.  Compared  to  WRF  and
UCLA-LES, SAM produces larger fluxes because of greater
simulation of the core fraction (Fig. 5).

The ARM-SGP case targets the evolution of the convec-
tive boundary layer (CBL). Figure 7 shows the temporal evo-
lution of the mean profiles of cloud condensate (left) and vari-

ance of the vertical velocity (right). The CBL top is defined
as  the  height  where  the  buoyancy  flux  is  minimal,  marked
by  the  white  line  in Fig.  7.  It  can  be  seen  that  the  cloud
base, i.e., the lifting condensation level, is always collocated
with  the  CBL  top,  suggesting  cumulus  updrafts  are  firmly
rooted in the CBL. After about 1100 LT, a condensation cen-
ter  appears  above  the  CBL,  implying  cumulus  updrafts
reach the level of free convection. Before that, the variance
of  vertical  velocity  is  much  smaller  above  the  CBL.  At
around 1400 LT, the variance of vertical velocity acquires a
maximum  above  the  CBL  because  clouds  penetrate  above
the level  of  free convection and accelerate upward.  Clouds
then lose buoyancy quickly due to entrainment. After 1400
LT, the surface flux starts to decrease and shallow convection
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Fig.  3. Initial  (grey)  and the  last  4-h  mean profiles  of  domain-averaged potential  temperature  ( ,  dashed line)  and
total water ( , solid line) simulated by SAM (red), WRF (blue), and UCLA-LES (green), for the cases of (a) RICO,
(b) BOMEX, (c) ATEX, and (d) the temporal mean profiles between 1130 and 1530 LT for ARM-SGP.
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decays accordingly. All models produce a similar evolution
of  shallow convection  as  described  above,  but  the  detailed
structure is different. For example, SAM simulated a higher
cloud top than WRF and UCLA-LES. This is due to the fact
that  SAM  produces  larger  variance  of  vertical  velocity
within the CBL, which helps clouds to penetrate progressively
deeper before being diluted by entrainment.
 

3.3.    In-cloud properties and diagnosed entrainment rate

Figure  8 shows  the  mean  profiles  of  vertical  velocity
(dashed lines) and total water (solid lines) within the convec-
tive  core  plume  type.  In-cloud  vertical  velocity  increases
with  height  because  of  positive  buoyancy  by  definition,
whereas in-cloud total water decreases with height owing to
entrainment.  Note  the  increase  of  in-cloud total  water  near

the cloud top is due to the small sample of grid points in the
calculation.  The  results  of  all  three  model  simulations  are
close to each other, with only considerable standard deviation
near the cumulus top where the cloud fraction is small.

ε

Following  Wang  and  Zhang  (2014),  diagnosis  of  the
entrainment rate  is expressed as
 

ε =
−∂qtc

∂z
qtc−qte

, (2)

where  the  subscripts c and e denote  the  active  cloudy  part
and  the  surrounding  environment,  respectively.  The  diag-
nosed  entrainment  rate  for  each  model  is  presented  in
Fig. 9, along with the MMM and the standard deviation. All
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Fig. 4. Initial (pink) and the last 4-h mean profiles of domain-averaged zonal ( , solid line) and meridional
wind ( ,  dashed line)  simulated  by  SAM (red),  WRF (blue),  and UCLA-LES (green),  for  the  cases  of  (a)
RICO, (b) BOMEX, (c) ATEX, and (d) the temporal  mean profiles between 1130 and 1530 LT for ARM-
SGP.  The  black  line  denotes  the  MMM,  and  the  gray  shading  denotes  the  width  of  twice  the  standard
deviation of the results of all LES models.
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models show a decrease in  with increasing height  for  all
cases  except  ATEX,  where  a  secondary  entrainment  peak
appears near the cloud top.  This is  due to the upside-down
convection  originating  from  the  stratocumulus  top.  Again,
all models show similar profiles, with the difference mostly
falling  within  the  range  of  0.2  km−1,  in  line  with  the  in-
cloud  behaviors shown in Fig. 8.

Besides convective core, two other types of plumes are
provided, i.e., convective updraft, defined as plumes having
liquid  water  and  upward  vertical  velocity,  and cloud,
defined  as  grid  points  containing  liquid  water. Figures  10
and 11 show the mean profiles of vertical velocity and total
water  within convective  updraft (solid  lines)  and cloud
(dashed  lines),  respectively. The  vertical  velocity  in  the

cloud plume either decreases or increases with height at a con-
siderably  smaller  rate,  which  is  less  than  half  the  vertical
velocity  in  the updraft and convective  core plumes.  The
decrease  in  total  water  with  height  in  the cloud plume  is
slightly larger than that  in updraft,  which in turn is  greater
than  in convective core.  This  is  consistent  with  the  larger
entrainment  rate  within cloud and updraft plumes  (Wang
and  Zhang,  2014).  Comparison  of Figs.  10 and 11 shows
that, for different types of plumes, the difference in simulated
vertical velocity is greater than the difference in total water
across the models.

These results suggest the need to distinguish between dif-
ferent types of plumes in the parameterization of shallow con-
vection, since they have very different properties. For exam-
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Fig. 5. Convective core fraction for the cases of (a) RICO, (b) BOMEX, (c) ATEX, and (d) ARM-SGP, simulated by
SAM (red), WRF (blue), and UCLA-LES (green). The black lines indicate the MMM, and the gray shading denotes
the width of twice the standard deviation of the results of all LES models.
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w′q′tFig. 6. As in Fig.  5 but for convective eddy transport  ( ).  Solid (dashed)
lines stand for full (organized) turbulent flux. See text for details.
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Fig.  7. Time–height  structures  of  the  domain-averaged  cloud  condensate  (left)  and  variance  of
vertical velocity (right) for ARM-SGP simulated by (a, b) SAM, (c, d) WRF, and (e, f) UCLA-LES.
White lines represent the top of the boundary layer.
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Fig. 8. Convective core ensemble averages of vertical velocity 
(dashed) and total water  (solid) for the cases of (a) RICO, (b)
BOMEX,  (c)  ATEX,  and  (d)  ARM-SGP,  simulated  by  SAM
(red),  WRF  (blue),  and  UCLA-LES  (green).  The  black  lines
indicate  the  MMM,  and  the  gray  shading  denotes  the  width  of
twice the standard deviation of the results of all LES models.
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ϵFig.  9. Diagnosed  fractional  entrainment  rate  within  the
convective  core plume  for  the  SAM  (red),  WRF  (blue),  and
UCLA-LES  (green)  simulations  for  the  cases  of  (a)  RICO,  (b)
BOMEX, (c) ATEX, and (d) ARM-SGP. The black lines indicate
the  MMM,  and  the  gray  shading  denotes  the  width  of  twice  the
standard deviation of the results of all LES models.
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ple, convective  core may  be  more  relevant  to  convective-
scale transport, convective updraft may be more relevant to
condensation, and the cloud plume is more relevant to radia-
tion.  These conditionally  sampled variables  thus  shed light
on the pathways toward further development of convection
schemes by considering multiple plume types.
 

3.4.    Model sensitivity to SGS turbulence scheme

To see to what extent the differences in model behavior
are  due  to  the  choice  of  SGS turbulence  scheme,  we carry
out sensitivity experiments by using the Smagorinsky-type tur-
bulence  scheme  with  the  Smagorinsky  coefficient  set  to
0.15 in SAM and WRF. Figures 12 and 13 show the mean pro-
files of the convective core fraction and the diagnosed entrain-
ment rate for the four cases, with the Smagorinsky-type simu-

lations  in  SAM  and  WRF  superimposed.  As  can  be  seen,
the change of SGS turbulence scheme does not yield signifi-
cant  differences  in  all  cases  except  ATEX,  where  the
Smagorinsky-type closure tends to produce less cloud com-
pared  to  the  1.5-order  TKE  closure  (Fig.  12c).  This  is
mainly  due  to  the  weaker  mixing  near  the  stratocumulus
top. If we increase the Smagorinsky coefficient from 0.15 to
0.17,  the  differences  between  simulations  using
Smagorinsky-type  closure  and  1.5-order  TKE  closure  are
almost indistinguishable (not shown). This suggests that the
difference in SGS turbulence scheme is not directly responsi-
ble for the differences in model behaviors. It is more likely
that other factors, such as technological details in the frame-
work,  advection,  diffusion,  damping,  and,  more  impor-
tantly, their interactions, are responsible for the differences.
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wcFig. 10. Convective updraft (solid lines) and cloud (dashed lines) ensemble averages of vertical velocity  for the
cases of (a) RICO, (b) BOMEX, (c) ATEX, and (d) ARM-SGP, simulated by SAM (red), WRF (blue), and UCLA-
LES (green).
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This also highlights the need to use different LES models to
reduce model dependencies.
 

4.    Data records and usage notes

This dataset, simulated by the large eddy models SAM,
WRF,  and  UCLA-LES,  for  four  shallow convection  cases,
has  been  submitted  to  Zenodo  and  is  available  at
https://doi.org/10.5281/zenodo.7895982. The dataset format
is version 4 of the Network Common Data Form (NetCDF),
which is  easy to  read and written by professional  common
software  such  as  Climate  Data  Operators  (CDO,
https://code.mpimet.mpg.de/projects/cdo), NCAR Command
Language (NCL, http://www.ncl.ucar.edu), NetCDF Opera-
tor  (NCO, http://nco.sourceforge.net),  and  Python  (https://
www.python. org).

For  each  convection  case,  there  are  19  2D  variables,
including winds, temperature, and specific humidity. Condi-
tionally  sampled  variables,  such  as  in-cloud  temperature,

total  water,  and  vertical  velocity,  are  also  provided,  which
are indispensable for calculating entrainment rates. Besides
convective  core,  two  other  types  of  plumes  are  provided,
i.e., convective  updraft,  defined  as  plumes  having  liquid
water  and  upward  vertical  velocity,  and cloud,  defined  as
grid points containing liquid water. The dataset presented in
this study can be used for validation of the parameterization
of shallow convection and may provide guidance for further
development of convection schemes by considering multiple
plume types.
 

5.    Summary

This  paper  describes  a  dataset  simulated  by  the  three
large  eddy  models  SAM,  WRF,  and  UCLA-LES,  for  four
shallow  convection  cases  (RICO,  BOMEX,  ATEX,  and
ARM-SGP),  which vary  in  inversion strength.  The general
features  of  the  model  output  are  presented,  and  the  data
records and usage notes are provided. Results show that the
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different  LES  models  show  similar  performance  for  each
case, albeit with noticeable differences manifested in the hori-
zontal  winds.  The MMM and the standard deviation of the
results of all LES models are also given. If all models produce
similar features,  this means the standard deviation between
the  models  is  small,  so  their  average  can  be  taken  as  the
“ground truth”. If the models show greater diversity in some
features,  then their mean plus/minus the standard deviation
yields an acceptable range for that field. Sensitivity experi-
ments  show  that  the  differences  of  the  SGS  turbulence
scheme  are  not  directly  responsible  for  the  differences  in
model behavior. Other factors, such as technological details

in the model framework, are more likely to matter.
Compared  to  SAM  and  UCLA-LES,  the  WRF  model

appears  to  be  more  efficient  in  transporting  moisture  to
upper  levels,  leading to  a  wetter  free  atmosphere  and drier
boundary  layer.  SAM tends  to  simulate  a  higher  cloud  top
than WRF and UCLA-LES, due to the fact that SAM produces
a larger variance of vertical velocity within the CBL, which
helps clouds to penetrate progressively deeper. Conditionally
sampled  variables,  such  as  in-cloud  moisture  and  vertical
velocity, are also analyzed, which are indispensable for calcu-
lating  entrainment/detrainment  rates.  All  models  show that
the  entrainment  rate  decreases  with  height  in  all  cases
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Fig. 12. Profiles of the convective core fraction for the cases of (a) RICO, (b) BOMEX, (c) ATEX, and (d) ARM-
SGP, simulated by SAM (red), WRF (blue), and UCLA-LES (green). Solid lines stand for simulations with the 1.5-
order  TKE  turbulence  scheme,  while  dashed  lines  stand  for  simulations  with  the  Smagorinsky-type  turbulence
scheme in SAM and WRF.
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except  ATEX,  where  a  secondary  peak  appears  near  the
cloud top. Given that the entraining/detraining process is cen-
tral  to  the  parameterization  of  cumulus  convection  (Sun,
2009; Lu et al., 2011, 2012, 2013), the dataset presented in
this study is potentially useful for validating and improving
such parameterization schemes.
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Fig. 13. As in Fig. 12 but for fractional entrainment rate.

 

Table 2. List of the LES output variables

Variable Long name Unit

U Zonal wind m s-1

V Meridional wind m s-1

W Vertical velocity m s-1

W2 Variance of vertical velocity m2 s-2

QT Total water g kg-1

QV Water vapor g kg-1

QC Cloud condensate g kg-1

P Pressure hPa
Z Height m

A_cor Core fraction 100%
A_upd Updraft fraction 100%
A_cld Cloud fraction 100%

QT_cor Mean qt in core g kg-1

QT_upd Mean qt in updraft g kg-1

QT_cld Mean qt in cloud g kg-1

W_cor Mean w in core m s-1

W_upd Mean w in updraft m s-1

W_cld Mean w in cloud m s-1

QTFLUX Total water flux W m-2
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