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ABSTRACT

A new generation of the AP/ LASG world ocean general circulation model is designed and presented
based on the previous 20-layer model, with enhanced spatial resolutions and improved parameterizations.
The model uses a triangular-truncated spectral horizontal grid system with its zonal wave number of 63
(T63) to match its atmospheric counterpart of a T63 spectral atmosphere general circulation model in a
planned coupled ocean-atmosphere systemn. There are 30 layers in vertical direction, of which 20 layers are
located above 1000 m far better depicting the permanent thermocline. As previous ocean models developed
in IAP / LASG, a free surface (rather than “rigid -lid" approximation) is included in this model. Compared
with the 20-layer model, some more detailed physical parameterizations are considered, including the
along / cross isopycnal mixing scheme adapted from the Gent—MacWilliams scheme.

The model is spun up from a motionless state. Initial conditions for temperature and salinity are taken
from the three—dimensional distributions of Leviius” annual mean observation. A preliminary analysis of
the first 1000—year integration of a control experiment shows some encouraging improvements compared
with the twenty—layer model, particularly in the simulations of permanent thermocline, thermohaline eircu-
lation, meridional heat transport, etc, resulted mainly from using the isopycnal mixing scheme. However,
the use of isopycnal mixing scheme does not significantly improve the simulated equatorial thermocline. A
series of numerical experiments show that the most important contribution to the improvement of equatori-
al thermocline and the associated equatorial under current comes frot reducing hodzontal viscosity in the
equatorial regions. It is found that reducing the horizontal viscosity in the equatorial Atlantic Ocean may
slightly weaken the overturning rate of North Atlantic Deep Water.
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1. Intreduction

The first baroclinic oceanic general circulation model (OGCM) developed at the State
Key Laboratory of Numerical Modeling for Atmospheric Sciences and Geophysical Fluid
Dynamics (LASG), Institute of Atmospheric Physics (IAP) is a four-layer model with its hor-
izontal resolution of 4° % 5° covering the scope from 60°S to 60°N (Zhang et al., 1989). The
model was further improved (Zhang et al., 1991) and successfully coupled with the two—level
atmospheric general circulation moedel (AGCM) of Zeng et al. (1989) to study the interannual
variability of climate (Zhang et al., 1992; Chen et al., 1993; Yu et al., 1995).
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The second generation of IAP/ LASG world ocean general circulation model is a
twenty-layver model (ML20) with the same horizontal resolution as that of the four—layer
model but covering from the Antarctic continent coastline to 70°N in its original version
(Chen, 1994; Zhang et al., 1996, hereafier referred as ML20-0) and the global scope except
the North Pole in its revised version (Yu, 1997, hereafter referred as ML20-1). Another im-
portant difference between ML20-0 and ML20-1 is that the former uses the * upwind”
tracer—advection scheme (Maier—Reimer et al., 1993) without explicit diffusion terms, but the
latter uses the central finite-difference advection scheme and has conventional second—order
diffusion terms. With fairly successful simulation of thermohaline circulation, ML20-0 was
coupled with the two—level AGCM to study mean climate (Guo et al., 1996) and climate
change (Chen et al., 1997). Afterwards, ML20-1 was coupled with the nine—layer spectral
AGCM of Wu et al. {1996) by Liu et al. {1996) and Yu [1997) to provide a framework for the
global ocean-atmosphere-land system model (GOALS / LASG, see Wu et al., 1997).

Since the late 1996, an effort in developing the third generation of the IAP / LASG
world ocean general circulation model was initiated by the authors based on knowledge and
experience gained from the previous ocean modeling activities and from the increasing
interactions with other climate modeling communities in the world. The direct motivation for
the effort is to meel the requirement of developing higher—resolution and higher—accuracy
large—scale global ocean models, as one of the important components of the “Mational Key
Project Studies on Short-range Climate Prediction System in China” and the * National
Climbing Project Studies on Climate Dynamics and Climate Prediction Theory”. It is recog:
nized that the development of oceanic general circulation models must involve in a
continually improving / updating process. Therefore, we began the work with reconstructing
ML20 within 2 higher spatial resolution framework and changing just a few selected physical
processes. In comparison with ML20, the most important improvements in the newly devel-
oped model lie in the following two aspects.

First, the spatial resolutions in both horizontal and vertical in the present model are re-
markably enhanced (although the model should still fall into the category of “coarse—resolu-
tion” models) on the basis of the greatly increased computer resources in AP / LASG since
1997, The horizontal discretization is conducted based on a triangular spectral truncation
with its zonal wave number of 63 (T63), which approximates to a grid size of about 1.875° x
1.875°. One of the reasons for choosing the T63 horizontal resolution can be found in Covey
{1994) who pointed out that changes in large—scale circulation and heat transport are obvious
when grid spacing decreases especially from 4° to 2°. Moreover, since the model will be coup-
led with a T63 AGCM {Dong et al., personal communication), an identical grid system may
help diminishing loss of accuracy in ocean—atmosphere data exchange processes.

Second, some fairly mature parameterization schemes are adopted to this model. These
include the penetration of solar radiation (Rosati et al., 1988); the Richardson number—de-
pendent mixing process in the equatorial oceans; a more detailed parameterization of air-sea
heat exchange in areas with leads; and the along isopycnal and isopycnal thickness mixing
scheme of Gent and MacWilliams (1990, referred as GM90). As reported by Dannabasoglu et
al. (1994}, with use of the GM90 scheme, they gained a great success in simulation of a sharp-
er main thermocline, a larger meridional extent of the overturning cell with a strengthened
northward heat transport in the Atlantic, and a more realistic convection in the open sea.
These are of particular importance for the present model because that the two major prob-
lems in the performance of ML20 are considered as the simulated thermocline being too thick
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and too diffuse, and the simulated outflow of the North Atlantic Deep Water (NADW) being
too weak.

The paper is organized as follows. Brief descriptions of the present model and its funda-
mental experiments are given in Section 2, Some conventional analyses concerning the mod-
eled mean upper ocean climate including sea surface temperature and salinity, surface height,
and barotropic streamfunction are given in Section 3, Section 4 contributes to some major
improvements in the simulated permanent thermocline, thermchaline circulation, and
meridional heat transport achieved in the present model in comparison with both ML20 and
observation. In addition to the permanent thermocline, a reasonable representation of the
equatorial thermocline is also important due to its close relation with the ENSO dynamics.
Some experiments have been designed and performed for improving the equatorial
thermocline, which are described in Section 5. The last section {(Section 6) is a summary.

2. Model and experiment descriptions

A brief description for various aspects of the present model, including dynamical frame-
work, physical processes, computational design, and data sources for initial and boundary
conditions, etc., is given in Table 1 which corresponds exactly to the basic experiment D2 as
defined in Table 4. Those items written with black letters represent chief differences between
the present model and ML20.

Table 1. Model description based on experiment D2

Dynamics Primitive eqs., Free surface (Zhang and Liang, 1989)

Sea Jee Thermodynamic (Parkinson and Washington, 1979); Leads
T63 (Triangular spectral truncation, ~ 1.875° % 1.875°%),

Resolution

L30 (30 Iayers, of which 20 in the upper K000 m)}

Vertical Coordinates

ETA (y) (Mesinger and Janjic, 1975; Yu, 1989)

World ocean (without including northward of 85.8°N and

Geography and Mediterranean Sea); Modified bottom topography i the Arctic Sea;
Topography Data spwree: Scripps 1° x1°
State Equation Polynomial fitting to UNESCO (1981) based on Bryan and Cox (1972)
Viscousity Horlzontal: 20 x 10° m*/ s, Verfical: 10 x 107 m¥ /s

Tsopycnal and Isopycnal thickness diffusivities (L0 < 10° m” /3),
Diffusion Backgronnd vertica) diffusivity (0.3 x 107 mt/s),

based on Gent and MacWilllams (1990)

Finite-differance Scheme

Energy / Mass conserving {Zeng and Zhang, 1987); Multiple three—point
smoother for high-latitudes

Time Integration Separating—coupling for barotropic and baroclinic mode (Mellor, 1993}
for Momentum Eqs. Asselin filter (Asselin, 1972). Aty =2 min, At =1h
Time lutegration for Tracers | Asynchronous with current field (Bryan, 1984), As, =24 h for all the layers

Convection Scheme

Marotzke (1951)

Type of Forcing

Scasonal cycle

Wind Stress Hellerman and Rosenstein (1983)

Heat Flux Haney (1971), Data source: COADS {da Silva et al, 1994)
Replaced by restoring surface salinity to the observation

Fresh Water Flux

of Levitus {1994) with a time—scale of 90 days

Todtial Conditions

Observed T/ S of Levitns (1994), Motionless, and Flat s¢a surface
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Table 2. Global and annuat mean temperatures in °C for the year 1000 and its centennial increments (DT / Dt) in
°C / 100 a catculated for the last 200 years, as functions of depth

Level Depth (m}) T{T-Tpina) DT/ Dt
1 12.50 18.339 (+0.258) 0.0007
37.50 17.212(-0.257} G.0011
3 62.50 15.971 {(-0.555) 6.0016
4 87.50 15.130 (-0.360} 0.0022
5 112.50 14.358 (-0.134) 0.0027
6 137.50 13.778 (+0.272) 0.0032
7 162.50 13.120(-0.189) 0.0035
8 187.50 12.502 (+0.639) 0.0039
9 212.50 11.937 (+0.056) 0.0044
10 237.50 11.404 (+0.629) 0.0048
11 262.50 10.915(+0.133) 0.0052
12 287.50 10.465 (+0.571) 0.0058
13 312.50 10.044 (+0.148) (.0063
14 341.59 §.599 (+0.755) 0.0070
15 382.84 9.120 (+H).653) {4.0071
16 443.94 8.470 (+0.598) 0.0091
17 531,98 7.720 (+0.792) 0.0106
18 653.23 6.760 (+0.799) 0.0140
19 812.95 5.848 (+0.B35} 0.0179
20 101524 4.781 (+0.66%} 0.0240
21 1262.90 3.879(+0.515} 0.0274
22 155734 3.248 (+0.473) 0.0283
23 1838.57 2.829(+0.522) 0.0287
24 2285.17 2.447 {+0.505) 0.0269
25 271434 2.100 {+0.434) 0.0271
26 3181.98 1.724 (+0.307) 0.0250
27 368283 1.353 {(+0.174) 0.0269
28 4210.62 1.113 (+0.127) 0.0293
29 4758 .26 0.968 (+0.074) 0.0264
30 5318.06 1.025 (+0.016) 0.0128
Average 4.080 (+0.415) 0.0227

The isopycnal mixing scheme of GM90 has been adopted to the present model. As shown
in Zhang et al. {1996), one of the major problems in the performance of ML20C is the simu-
lated (permanent) thermocline being too thick and too diffuse. The ML20-simulated global
and annual mean temperatures below 100 m are significantly higher than the observed values
of Levitus (1982) . The maximum error in ML20-0 can reach +2.95 degrees Celsius at the
depth of 900 m (see Table 2 in Zhang et al., 1996). It has been found that the modeled
thermocline is sensitive to the diffusion process (see Fig. 16 in their paper). The use of the
isopycnal mixing scheme in the present model results in essential improvements in both the
thermocline and deep ocean temperatures. As shown in Table 2, the errors of temperature at
the depths of 812 m, 1015 m, 2285 m, 3181 m and 4210 m are 0.86, 0.67, 0.51, 0.31 and 0.13
degrees Celsius respectively, much less than those in ML20-0 {see Table 2 in Zhang et al,,
1996). More detailed comparisons will be given in Section 4.

In addition to experiment D2, several basic experiments named D1, D3, D4, D11, D13
and D14 have also been conducted in order to gain some knowledge on the model’s sensitivity
to external forcing, sub—grid parameterizations and time integration methods. The chief dif-
ferences among these experiments are listed in Table 4 where some items such as “reduced
wind stress”, “Ri—dependent mixing”, %solar penetration®, etc. will be explained in detail in
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Table 3. Global and annual mean salinities in psu for the year 1000 and its centennial increments (DS / Dt} in
psu / 100 a calculated for the last 200 years, as functions of depth

Level Depth (m} 5 (550w DS/ Dt
1 12.50 34,675 {~0.068) 0.0003
37.50 34.719{-0.142) 0.0002
3 62.50 34,789 (-0.151) 0.0004
4 RT.50 34.829 (-0.164) 0.0005
5 112.50 34.855 (-0.165) 0.0003
6 137.50 34,892 (—0.143) 0.0006
7 162.50 34.894¢(-0.139} 0.0007
[ 187.50 34.889 {-0.099} 0.0007
9 212.50 34.881 {-0.107) 0.0008
10 237.50 34 868 (-0.058) 0.0009
11 262.50 34.855 (-0.071) 00003
12 287.50 34.842{-0.025) 0.0010
13 312.50 34827 {-0.040) (4.0011
14 341.59 34.813 (+0.021) 0.0012
15 382.84 34,794 (+0,030) 00014
16 443.94 34.774 {(+0.050) 0.0016
17 531.98 34.747 {+0.084) 0.0019
18 653.23 34.737{+0.119) 0.0024
19 81295 34.734 (+0.139) 0.0031
20 1015.24 34.753 (+.141) 0.0041
21 1262.90 34.763 (+0.106) 0.0046
22 1557.34 34.792 (+0.098) 0.0044
21 1898.57 14.808 (+0.086} 0.0042
24 2285.17 34.806 (+0.070) 0.0037
25 2714.34 34,789 (H0.048) 0.0032
26 3181.98 34.759 (+0.020) 0.0019
27 1682.83 34,730 {~0.006} 0.0004
28 424062 34.718{~0.013} —0.0004
29 4758.26 34.712{-0.016) -0.0012
30 5318.06 34.722 (~0.003) -0.0024
Average 34.770 (+0.046) 0.0024

Section 5. The spin—up integrations of these experiments are illustrated further with a
schematic diagram shown in Fig. 1. [n this paper, the studies on the modeled mean circulation
are based on data of experiment D2, which have been integrated for 1000 years, and some

{mtial condihans
u=h v=h, a-0

Leyius 1.5 D2
f T —T T 1 Year
[ pLH A ] 20 o
D3115sears)
D4y sayearcy
L D1t
D13 D14
{116years)

Fig. 1. Schematic diagram for the implementation of basic experitents.
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Table 4. Some basic experiments and their chief differences
Basic Experiments
il 2 D3 D4 Dil D13 D14
Isopycnal
L No Yes Yes Yes Yes Yes Yes
Mixing
Reduced Wind
Nao No Yes Yes Yes Yes Yes
Stress
Solar
N No Mo Yes Yes Yes Yes Yes
Penetration
Ri-dependent
. No No Yes Yes Yes Yes Yes
Mixing
Reduced
. o No No No Yes' Yes® Yes? Yes?
Horizontal Viscosity
Realistic Arctic
No No No No No Yes® Yes®
Bathymetry
Synchronous
. No Mo No Mo Mo No Yes'!
Integration
Integration
. 700 1000 15 50 200 400 162
Time (years)
Starting Year of
. 0 0 400 of D2 40 of D2 400 of D2 200 of D11 400 of D13
Integration

|. The horizontal viscosity in m? /s, Ay =1.0x 10* (10°6-10°N), 5.0 x 10* (30°$-10°8; 10°N-30°N), and 20.0 x
10* {paleward of 30°).

2, Ay=50% 10* (60°S- 50°N} and 20.0 = 10* {elsewhere).

3. Except the North Pale being treated as an isolated island (Y. Q. Yu, personal communication).

4. The time steps for barotropic and baroclinic modes and tracers are: Azy =2 min., Are =4 h and Atp =8 h

respectively.

comparative studies are based on data of experiments, D1, D3 and D4. The results of experi-
ments D13 and D14, will be given in the future.

3. Sea surface temperature (SST), salinity (385) and height (SSH), and barotropic
transport streamfunction

Fig. 2a shows the modeled annual mean “SST” (at the depth of 12.5 m} and sea—ice dis-
tribution. Fig. 2b shows the deviation of the modeled SST from the observation of Levitus
(1994}, It can be seen in these figures that the large—scale SST and sea—ice patterns are well
simulated, reflecting that the SST errors in most of the areas (including fringe areas of sca ice)
are less than or arcund one degree Celsius. Larger errors of SST occur in the eastern equator-
ial Pacific, southern Indian QOcean, cast of Drake Passage, and some continental boundary re-
gions. In particular, the SST errors near the western boundaries of the North Pacific and
Nerth Atlantic Qceans between 30°-50°N can reach more than five and three degrees Celsius
respectively. These largest errors are common in coarse—resolution models and obviously re-
lated to the distorted physics of local heat balance due to underestimated and diffusive
boundary currents in such models. In the eastern equatorial Pacific, the modeled SST is two
degrees colder between 120°~150°W and one degree warmer in the east of 100°W than obser-
vation. As a result, the easi—to—west gradient of SST in Nific 1-3 regions becomes
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Fig. 2. Annual mean SST (in Celsius) and sea—ioe distribution () and the deviation of SST from
the observation of Levitus (1994) {b).

weaker than the observed one. It will be shown in Section 5 that this kind of errors can be
partly reduced by improving the simulated equatorial thermocline.

Figs. 3a and 3b show the simulated annual mean sea surface layer salinity (S55) and its
deviation from the observation of Levitus (1994) respectively. It is obvious that the good
agreement in SSS pattern between simulation and observation results from using the restoring
boundary condition (rather than the realistic fresh—water flux condition) in the present phase
of the model's integration. However, the deviation pattern, which will be used in interpreting
the “fresh—-water flux” for the second phase of the model’s integration with the so-called
émixed” boundary condition (Bryan, 1986), is quite similar to the observed fresh—water flux
{Zhou et al., 1998). The physical reason for this, if there is any, requires further investigation.

The modeled sea surface height {SSH), which has been one of the prognostic variables of
IAP / LASG ocean models without using the rigid-lid approximation, is shown in Fig. 4a.
With the meridional grid size of about 2 degrees, the model can depict an anticyclonic curva-
ture between the two troughs in the equatorial Pacific Ocean. In fact, the anticyclonic curva-
ture corresponds to the model’s North Eqguatorial Counter Current {(NMECC) which is weaker
than the reality {the figure is not shown). Such a detailed structure in the modeled SSH is
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Fig. 3. Annual mean surface Jayer salinity in psu {(a) and its deviation from the pbservation of
Levitus {1994} (b).

quite sensitive to the horizontal viscosity, In fact, as shown in Fig, 4b, the anticyclonic curva-
ture near the equator becomes sharper and moves further westward in experiment D4 with
reduced horizontal viscosity in the tropical oceans (see Section 5).

The large poleward down-gradient of SSH around the Antaretica is noticeably corre-
lated to the Antarctic Circumpolar Current (ACC) as seen from the barotropic transport
streamfunction (Fig. 5). In comparison with ML20, the transports of both the Kuroshio—like
and Gull-like western boundary currents are significantly enhanced. However, the modeled
volume transport through Drake Passage is now only 70 Sv which is considerably weaker
than not ounly observation (about 130 Sv, see Covey, 1994) but also that simulated by
ML20-0 (about 100 Sv). In fact, with the initial conditions of temperature and salinity given
by the three—dimensional data of Levitus (1994), the initial value of the transport through
Drake Passage approximates to its observational estimate of 130 Sv (the figure is not shown}.
However, with the whole water column in the extreme Southern Oceans getting evidently
warmer than observation in the process of integration {(compare Figs. 6c and 6a), the strength
of the ACC becomes dramatically weakened. It follows that the volume transport of ACC
may be driven not only by the surface wind stress but also by the density differentials in the
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Fig. 4. Annual mean sea surface height in ¢m (3} and its counterpart with reduced horizontal

viscosity in experiment D4 (b}.

o8

Fig. 5. Annual mean barotropic transport streamfunction in Sv.




T ———— o T

206 Advances in Atmospheric Sciences Vol. 16

internal oceans. A possible reason for the warming bias in the model’s Southern Oceans will
be discussed in the next section.

4. Permanent thermocline, thermohaline circulation (THC), and meridional heat trans-
port (MHT)

Danabasoglu et al. (1994) have shown promising results of their experiments using a
parameterization for mesoscale eddy-induced mixing. i. e. the so—called isopycnal mixing.
Compared with the conventional mixing scheme, the isopycnal mixing scheme gives a sharper
thermuocline, colder deep ocean, and stronger meridional transport of heat. As shown in fol
lows, itis also the case for the present ocean model if the isopycnal mixing scheme is used.

Fig. 6a shows the climatological annual mean globally and zonally averaged potential
temperature based on the data of Levitus {1982), while Figs. 6b and ¢ represent the simulated
ones of ML20-1 and experiment D2 respectively. It is obvious that the thermocline modeled
by ML20-1 is much thicker than observation although the shape of zonal mean {emperature
is generally in agreement with the observed one. Moreover, the modeled high—~latitude tem-
peratures below the surface layer are also higher than the observed ones. below the depth of
100 m, for instance, the temperaturss around 60°N are more than one degree warmer than
observation. Similar features can also be found in the extreme Southern Oceans.

Compared with the result of ML20-1, the most outstanding feature in experiment D2 is
that the thermocline becomes sharper. For instance, the bottom of isotherm for 4°C is just be-
low the depth of 1000 m, which is quite similar to observation, while that modeled by
ML20-1 is below the depth of 2000 m, which is far from the reality. The improved zonai
mean temperature stratification is near—perfect, i.e. no longer higher than the observed one
within and below the thermocling as that of ML20—1, The improved new features can also be
found in the simulated northern high—[atitude temperatures below the surface layer. The orig:
inal exhibition of downward and poleward expansion of the isotherms in the northern
high-latitudes as shown in ML20-1 is vanished in the new model.

The reason for the improvements in zonal mean temperature simulation is likely the use
of isopycnal mixing process although the present model is different from ML20-1 in many
aspects particularly in the spatial resolutions. In order to further confirm this, experiment D1
has been conducted without using the isopycnal mixing scheme. The figure (not shown here)
is almost the same as Fig. 6b. These comparisons clearly show that the isopyenal mixing
scheme is much beneficial to the simulation of permanent thermocling in coarse resolution
oceanic general circuiation models.

As has been mentioned in Section 3, an noticeable bias of the zonal mean temperature
simulated by the new model appears in the extreme Southern Oceans where the modeled tem-
perature is generally higher than observation and even the error can reach about one degree
below the depth of 800 m. A possible reason for this bias may be the underestimate of the ex-
treme southern cell in the modeled thermohaline circulation.

The zonal mean meridional overturning streamfunction for the World Ocean and the
Atlantic Ocean simulated by ML20-1 is shown in Figs. 7a and 7b respectively. Figs. 8a and
&b are the corresponding results of experiment D2. Both of the two models can simulate the
large scale oceanic circulation successfully to certain degrees. For instance, in the surface wat-
ers, two nearly symmetrical Ekman cells are formed on either side of the equator, while a
third surface cell, termed the Deacon Cell, can be seen northward of ACC, which is originally
driven by surface wind stress and can downwell to a great depth due to the unique dynamical
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Fig. 6. Annual mean globally and zonally averaged potential temperature (in Celsius) in
climatological data of Lavitus (1994) {a), ML20- [ (h), and D2 (c}.

Fig. 7. Zonal mean meridional overturning streamfunction for the World Ocean {a) and Atlantic
Ocean (b} simulated by ML20-1.

constraints of the Drake Passage gap. The most important member of the global
thermohaline circulation, NADW, and the associated cross—equatorial outflow can alsc be
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clearly seen in simulations of the two models although their strengths are significantly differ-
ent in the two simulations,

Although ML20-1 is capable of simulating the major features of the thermohaline circu-
lation, as shown in Fig. 7, there are still some demerits. One of them is that the modeled rate
of the NADW outflow, defined as the transport of water of North Atlantic acress the latitude
at the southern tip of Africa, is only about 5 Sv. It seems that the NADW outflow is not
strong enough, so that its flow further south can only be seen in Fig. 7b but not in Fig. 7a.

Encouraging improvements can be seen in the results of experiment D2. First, the mod-
eled rate of the NADW outflow can reach about 10 Sv (see Fig. 8b), which is one time strong-
er than that of ML20-1. The flow which lies to the further south of NADW outflow can be
seen not only in Fig. 8b but also in Fig. 8a, although still a little weak in Fig. 8a.

It should be noted that the extreme Southern Ocean cell, of which the downwelling
branch is considered as the major source of Antarctic Bottom Water (AABW), in experiment
D2 (see Fig. 8a) is far less than the values given by both England {1993) and ML20-1 (Fig.
7a), in which some artificially enhanced salinity forcings were used in imitating the effect of
brine rejection around Antarctica continent. The detrimental impact of artificially enhanced
salinity forcing in ML2Q is that deep convection occurs in many places, much more
extensively than is known to occur in nature (for ML20-0, see Fig. 11 of Zhang et al., 1996).
In experiment D2, the convection occurs only in a few small areas around Antarctica (the fig-
ure is not shown), mainly located in the Weddell and Ross seas where deep—walter formation
has been observed. While the location of deep convection becomes more realistic, the
underestimate of the extreme Southern Ocean cell is still a demerit of the new model, which
may result in the deep and bottom waters there being evidently warmer than observation as
shown in Fig. 6, and consequently the underestimated ACC.

In reality, two distinct forms of deep water formation are recognized around the Antarctica:
near—continent and open sea convections. The former involves one of two processes:

805

1l (b}
Fig. 8. Zona) mean meridional overwurning streamfunction for the World Ocean (a) and Atlantic

Ocean {b) in experiment D2, and that for the World Ocean in experiment D4 (c).
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intense evaporation or more typically brine rejection above the continental shelf produces
dense heavy water which sinks down and along the continental shelf slope under the com-
bined forces of gravity, friction and Coriolis force (Killworth, 1983); alternatively supercooled
water may be formed at the base of a thick ice shelf during freezing or melting and this dense
water may in turn flow down—slope (Grumbine, 1991). Since this kind of descending conti-
nental slope process cannot be reproduced and enly the open sea convection processes are in-
volved in the present model, the underestimate of extreme Southern Ocean cell seems
unavoidable.

The zonally-vertically integrated annual mean northward heat transport for the World
Ocean and the Atlantic Ocean in ML2G-1 is shown in Fig. 9, while the corresponding results
of experiment D2 are shown in Fig_ 10a (for the World Ocean) and Fig. 10b (for the Atlantic)
respectively. Although the general pattern of the meridional heat transport shown in Fig. 9 is
in agreement with observation (see Fig. 3a of Gleckler et al., 1994), there still exist some dis-
crepancies. First, there is a distorted curl between 60°S and 30°S in the Scuthern Oceans; Sec-
ond, the magnitude of northward heat transport in the Atlantic Ocean, which is closely relat-
ed to the strength of NADW, is evidentily less than the observed estimate of Hastenrath (see
Fig. 40 of Weaver et al., 1992} Just as aforementioned, this may be attributed to the
underestimate of the modeled NADW in ML20-1.

Promising improvements can be found in Fig. 10. The distorted curl in the Southern
Qcean, as seen in Fig, 9, no longer exists, and following the enhancement of NADW, the
northward heat transport in the Atlantic Ocean increased significantly, reflecting that its val-
ue at the equator is about 0.6 PW and its maximum can almost reach 0.9 PW, both evidently
greater than that of ML20-1. Again, the improvements in the simulation of MHT should also
be resuited from using the isopycnal mixing scheme in the present moadel. In fact, the MHT
simulated in experiment D1 using the ordinary down-gradient mixing instead of the
isopycnal mixing, as shown by the dashed lines in Fig. 10, exhibits the demerits quite similar
to those of ML20-1.

5. Tmpact of horizontal viscosity on simulation of equatorial thermocline and undercur-
rent, as well as THC

As discussed in Section 4, by the use of GM90 isopycnal mixing scheme, the permanent
thermocline is reproduced well. However, the simulated equatorial thermocline, is still not
captured well by the model. Fig. 1 shows the vertical cross—section of annual mean tempera-
ture along the equator in experiment D2 and observation (Levitus, 1994). Compared with the
observed one, the model’s warm pool is too shallow, cold tongue too strong, and thermocline
too diffusive,

A series of numerical experiments have been carried out aimed at impreving the
simulation of equatorial thermocline, In one experiment the observational wind stress of
Hellerman and Rosenstein (1983), which is considered to be overestimated in the tropical
ocean (Stockdale et al., 1993}, is reduced by 30% at the equator and recovered linearly to its
normal values at 30°N and 30°S. It turns out that the thermocline remains largely unchanged
although the surface cold tongue is improved especially in Nifio 3 region (the figure is not
shown here). In experiment D3, besides using the reduced wind stress, another two physical
processes are considered, i.e (a) the penetration of solar radiation {about 14% energy pene-
trates directly into the second layer in this model}; (b} Richardson number (Ri) dependent
mixing in the tropical oceans from 30°S to 30°N (Pacanowski et al., 1981). Compared with the
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results of D2, the simulated subsurface structure of both warm pool and cold tongue in exper-
iment D3 is improved but the equatorial thermocline is still too diffuse (the figure is not

shown here).
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It is recognized that both the surface current and sub—surface current have important
impact on the three—dimensional structure of temperature in the upper tropical oceans. It ap-
pears, however, the simulated equatorial undercurrents in above experiments are too weak, of
which the maximum is only about 15 cm /s {the figure is not shown), almost one order of
magnitude smaller than the observed one. As discussed by Maes et al. (1997), the simulation
of equatorial undercurrent is very sensitive to lateral eddy viscosity coefficient (see their Fig.
5). The larger the lateral viscosity coefficient, the weaker the undercurrent. In the above ex-
periments, the horizontal viscosity coefficient is set to 20x 10°m?/s to guarantee the
computational stability in the spin—up phase. In experiment D4, with smaller lateral viscosity
coefficients being used in the tropical oceans (1.0 % 19* m? /5 between 10°S and 10°N, see Ta-
ble 2 for details), the model has been re—run for 50 years started from the 400th model year of
D2. The result shows that the simulatzd equatorial thermocline in the equatorial regions is
improved greatly, reflecting that a west{—east tilied front zone associated with a strong gra-
dient of temperature ranging between 24—14°C can be clearly identified (see Fig. 12a), which
is similar to observation but cannot be found in experiment D2. Meanwhile the maximum of
equatorial undercurrent increases to 55 cm / s (see Fig. 12b), which is an acceptable value for
such a coarse-resolution model.

The above experiments indicate that the structure of temperature within the equatorial
thermocline is dominated by the advection rather than the mixing process, which is different
from the case for the permanent thermocline. This is just the reason why the use of isopycnal
mixing scheme in experiment D2 has no positive contribution to the improvement of equator-
ial thermocline. Instead, the simulation of equatorial thermocline is improved significantly
while the upper ocean currents are improved by using a reduced viscosity as shown in experi-
ment D4,

In a coarse—resolulion ocean model, the so—called ¥ viscosity” is nothing but a
paramecterized representation for the sub-grid scale mixing process in current fields. There-
fore a2 more effective way to improve the simulations of upper-layer currents as well as equa-
torial thermocline is to increase model’s resolution, especially in horizontal directions. And
this is perhaps one of the reasons for increasing the grid sizes near the equator in many océan
models used in simulation or prediction of ENSO events. In fact, refinement of resolution
seems to be necessary not only in the tropical oceans but also in, for instance, the western
boundary regions where the advective process is crucial to the heat transport and thereby lo-
cal structure of temperature and salinity. For global ocean models, however, it is still worth
putting some effort in searching for more reasonable paramterization schemes for sub—grid
scale viscosity due to limitations of computer resources.

Another interesting phenomenon is that the strength of the modeled thermohaline circu-
lation is weakened while the simulation of equatorial thermocline is improved with the re-
duced viscosity, reflecting the NADW overiurning rate in experiment D4 is about 2 Sv less
than in experiment D2 (see Fig. 8c). Comparing Fig. 11a with Fig. 12a, we can find that the
weakening of the thermohaline circulation in experiment D4 is likely to be resulted from the
decrease of pole-to—tropics density difference associated with the sharper equatorial
thermocline.

It is reasonable to speculate that the change of the equatorial thermocline in the tropical
Atlantic (rather than Pacific) is the direct reason accounted for the decrease of NADW in ex-
periment D4. An additional experiment, which is the same as experiment D4 except that the
treatment in the Atlantic is remained the same as in experiment D2, is carried out for 50 years.
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Fig. 12, Longitude—depth cross—section of annual mean temperature {a) and zonal current veloci-
ty {positive eastward) (b) along the equator in experiment D4,

The result indicates that the modeled equatcrial thermocline in the tropical Pacific is im-
proved as shown in experiment D4 while the equatorial thermocline in the tropical Atlantic as
well as NADW remain unchanged in comparison with experiment D2 (the figure is not shown
here). Thus it confirms that the change of NADW in experiment D4 is largely due to change
of the equatorial thermocline in the tropical Atlantic. An implication of this experiment is
that the possible variability of the equatorial thermocline in the tropical Pacific may have no
direct impact on the thermohaline circulation (at least on decadal and interdecadal time
scales}, although the thermohaline circulation is commonly regarded as a global conveyer
belt.

6. Concluding remarks

This paper reports the fundamental framework and some experiments of the third gener-
ation of AP/ LASG world ocean general circulation model, which is designed and per-
formed based on the previous twenly—layer model (ML20) but with remarkably enhanced
spatial resolutions and some improved parameterizations.

The model has been integrated for more than 1000 years with seasonally varying
climatological surface forcing. Preliminary analyses show some encouraging improvements in
comparison with ML20. The adoption of the isopycnal mixing scheme of GM90 in the new
model goes to promising results: the permanent thermocline becomes sharper, the deep ocean
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becomes colder, the rate of NADW outflow becomes stronger and the meridional heat trans-
port becomes larger than those simulated by ML20.

Sensitivity experiments aimed at improving the simulation of equatorial thermocline
have revealed that the upper ocean current fields have important impact on the structure of
temperature of the thermocline. The simulation of equatorial undercurrent is quite sensitive
to lateral eddy viscosity. A smaller lateral viscosity coefficient used in the tropical oceans
leads to a greatly improved simulation of the equatorial undercurrent and consequently the
equatorial thermocline, Corresponding experiments indicate that the intensity of NADW can
be affected by changing the horizontal viscosity in the equatorial Atlantic Ocean through
changing the temperature structure in the equatorial thermocline. On the other hand, the pos-
sible variability of the equatorial thermocline in the tropical Pacific may have no direct im-
pact on the thermohaline circulation.

While some important improvements have been achieved in the new generation of
IAP / LASG ocean models, there are still some problems in the present simulation. Among
them, the considerable underestimate of the volume transport of ACC may be the most no-
ticeable one. A preliminary analysis indicates that the underestimate seems to be related to
lacking deep and bottom water formation in Weddell and Ross Seas, which results in the
baroclinity in the Southern Oceans being much weaker than observation. Further exploration
in this regard is needed.

Since the model will be coupled with a T63 AGCM to provide boundary conditions for a
high—resolution Pacific-Indian Ocean model (Zhao et al., 1998) to conduct SST forecasts, it
is necessary to assess the ability of this model in simulating SST variability. Recently, some
experiments on the model’s response to observed wind stresses for the time period of 1980’
were conducted by Yu and Izard (personal communication). It is encouraging that the model
SST anomalies (SSTAs) during 1982-1983 and 19861987 El Nifio events are significant and
reasonable although the magnitudes of SSTAs are still underestimated compared to those
given by the NCEP ocean data assimilation system (Ji, et al., 1995; Behringer et al., 1998).
The paper of Yu and Izard is in preparation and some further investigations on the structure
of the model equatorial circulation system and its relationship with El Nifio events will be re-
ported in the near future.
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