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ABSTRACT

A key question of the backward integration algorithm to lidar equation is how to determine the far-end
boundary value. This paper develops a Constraint Inversion Algorithm {CIA; for deriving the vajue and
then the aerosol extinction profile from lidar signals, which uses the ground-level horizontal lidar signals as
the constraint information. The smaller the wavelength is, the more sensitive to the variation of aerosol ex-
tinction ta backscatter ratio solved by CIA. According to the property an algorithm is further proposed to
simultaneously retrieve the aerosol extinction profile, the size distribution and the imaginary part of its re-
flective index from the multi-wavelength lidar observations. CIA is tested in the inversion simulations with
satisfactory result.
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1. Introduction

Lidar is increasingly used in measuring the optical properties of aerosols and clouds since
the 1960’s. It has been shown that the determination of the extinction coefficient as & function
of height is feasible (Klett, 1980; Fernald, 1984; Lu Daren et al., 1977; Spinhirne et al., 1983).
However, some theoretical difficulties in deriving quantitatively the extinction profile in the
tropospheric atmosphere have not yet been solved.

A strong sensitivity of the lidar equation solution to a near—end boundary value in the
case of a turbid atmosphere by using Forward Integration Algorithm has been analyzed by
Klett {1980). Klett’s Backward Integration Algorithm can be more stable, but it is confronted
with a difficulty how to determine the far—~end boundary value. Therefore, many authors have
paid much attention on studies of inversion algorithms, including the question of selecting a
boundary value (Ferguson and Stephens, 1983; Qiu, 1988), two—wavelength algorithm
(Potter, 1987; Qiu 19935), and the solution stability of the lidar equation with two components
(Sasano and Nakene,1984}. Most methods for determining the boundary value are based on
the assumption of homegepeity near the far—end.

The assumption of the optically homogeneous atmosphere cannot usually be suitable in
the case of vertical or slant lidar observation. In addition, the aerosol size distribution and its
reflective index are very important for the studies of the aerosol radiation—climate effect, the
atmospheric correction of spaceborne remote sensing and so on. But up to now, there has
been a limited study on lidar measurement of the distribution and the reflective index. This
paper develops a Constraint Inversion Algorithm (CIA} for determining the far—end bounda-
ry value (aerosol extinction coefficient) and then the aerosel extinction profile from the
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vertical or slant lidar signals without an assumption of the homogenecus atmosphere near the
far—end. The algorithm uses the ground—level horizontal signals as the constraint information
for the determination. As shown in next inversion simulations, the smaller the wavelength is,
the more sensitive to the variation of the acrosol extinction to backscatter ratio sclved by
CIA. Based on the property, the constraint inversion algorithm using the multi—wavelength
lidar signals is further proposed to simultaneously retrieve the aerosol extinction profile, the
extinction to backscatter ratio, the size distribution and the imaginary part of its reflective in-
dex.

2. CIA for deriving aerosol extinction coefficiet profile

The lidar equation can be written as

P(r) = %(’)2"'—13«(’)_] e~ ton o,

1)
where P(r) is the lidar return signal from the atmosphere at the distance r, C is a constant of
lidar system, E is the laser output energy, £, {r) and ¢, (r) are respectively the molecular
backscatter coefficient and the extinction coefficient, and f#,{r) and o, {r) are the aerosol
backscatter and extinction coefficients, respectively.

Derived from Eq.1, the acroso] extinction coefficient solved by the backward integration
algorithm is:

a,(r)= —alr)s, (r}

St)exp{2(a(r) — l)_rI o, (r)dr]
+ r , )

S0,/ loyr )+ 60 o r 01+ 2§ SO0 20a0)— 1] e i

where al(r) =k, {(r)/k,, k,(r) and k,, are the acrosol and molecular extinction to backscat-
ter ratios, respectively, $(r) = P(r)r, and o, (r ) is the so~called far—end boundary value to

be determined, i.e. the aerosol extinction coefficient at the far—end distance r, . Under the
condition of known molecular parameters and k_{r), the solution o, {r} can be derived using
Eq.2, if the boundary value o (r,) can be determined, Next, CIA for deriving the value is
proposed.

1t is derived from Eq.! that

=9 K (r)S(r)exp{zso 01 = alr™le,, ()dr }d’
= EE (expl = 2847 Yo 0, 70) = 22, 0, ro)] — expl = 22,0, ) = 2a(r)e,, 0,10} . ()

where t, and z,, are the aerosol and molecular optical depths, respectively.
Combining Eqs.1-3 can yield the expression for the far—end extinction coefficient o, (r,)
as:
e, (r )= —alr )o,(r )+ S M, (ry Hexpl2z,, (0, r )+ 2¢, (ry, 7))
—2al(ry Y1, (0, rg ) — exp[2t,, (0, 1 ) = 2ulr 11, 0, r O]}/ fr () . @

If the molecular parameters and k_(r) are known, only the optical depth 7,(ry, 7)) is
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needed for the determination of o, (r, ). The so—called Constraint Inversion Algorithm (CIA}
proposed in this paper uses the additional lidar signals and 1., (r, #,, ) derived from the sig-
nals aJong the ground-flevel horizontal path as constraint information in determining
1, {ry. £ ) along slant (or vertical) path.

Both horizontal and slant lidar return signals meet Eq.3. Adding a subscript 4 to the
parameters in Eq.3 to represent the horizontal case. it can be derived from the horizontal lidar
signals that:

L= j" ko, (r)S, (r)cxp{i’j; [1— 2, ™, (F7)dr” b dr
7o

CE
== B Lexpl — 201, (g V1,0 (0. 70 ) — 22,5, (0, 7 )]

—expl — 21,0, r) — 22, (r)1,, (0, I} . (5)

The same near—end distance r;, can usuaily be used for the two cases of horizontal and
slant paths. Then based on Eq.3 and Eq.5. ¢, (r;, r, ) can be determined as:

k) o [ _GBEAr)
1 {rg.r )= — . 1, {ry. 7 }—0.5In |:1 IARERER (6)
G=1—exp[—Zta,,(ro,r],,)—20!;,(?‘”,)T,,,;,(?'0,!‘M)] 3 (7)
B= —expl = 2¢,(0,ry) = 2alry)r,, (0, 1y Y+ 27, (0,0 ) + 20, (ry J1,,, (0, 1 )] (8)

Here r,, is the far—end distance for the horizontal path. If k_(r)is known, fr)
and fAr,,) can be determined. G & | — exp[ — 21,,{ry, 71, )} The optical depth 7,,{ry.r ;)
can be derived from the horizontal lidar signals and then used in determining G. In the case of
small r; or basically homogeneous acrosol extinction coefficient between 0 and ry,, B=1is
available. If v is large, 8 can be determined through adding lidar observation with a low ele-
vation angle, which will be studied in the future experiment. Therefore, il k, (r) is known, us-
ing the above- presented algorithm, the optical depth z, (ry, r, ) and then the far—end bound-
ary value o, (r, ) along the slant path can be determined.

In the case of height—independent &, (v} and that the molecular scatter is negligible,
Eqs.6—8 can be simplified as:

GBEAr,)

ta(ro,rl)= —O.S]H[l—m R 9)
G=1—exp[— 2t,,(ry.ryy)l, {10}
B=expl— 27,00, ry) + 27,00, ry)] , (1D
L, )/j},i[rl,,)=j'l S(r)drfj"m S, irdr . (12}

In fact, it is difficult to consider or derive height—dependent &, (r) according to the lidar
return signals. In next inversion simulations, an assumption of height-independent £ _{r) is
made, but its effect on the solution is studied.
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3. CIA for deriving aerosol extinction profiles, size distribution and reflective index
from multi—wavelength lidar signals

As shown in next inversion simulations, the shorter the wavelength is, the more sensitive
to the variation of &£, the extinction profile solution «, (v} by CIA. According to the property
an algorithm is further proposed to simultaneously retrieve o, (r), k, , aerosol size distribution
and imaginary part of its reflective index from the multi—wavelength lidar observations. In
the algorithm, Junge size distribution is assumed, which is given by

aPy=cr U (13)

Next, a two—wavelength iterative algorithm for the simultaneous retrieval of ¢, (r), &,
and v+~ is presented. The two Nd-YAG laser wavelengths of 4, = 1060 nm and 4, = 532 nm
are taken as an example of waveleagth selection. In the algerithm k£, is retrieved from the 4,
lidar signals through setting the far—end extinction coefficient solution o, (r, } being equal to
a given value 8. At first, § = 0 is taken, which is explained in next simulations. The iterative
algorithm goes like this:

(1) Setn =0 and 5™ =0.0.

(2) Selecting the different values of &, , derive the far-end extinction coefficient o, ,(r,}
from the A, lidar signals by using CIA. The value of &, corresponding with g ,(r, )= &,
is taken as its sclution and marked as &, ,, and corresponding aeroscl extinction coefficient
profile and its optical depth solutions are marked as ¢, ,(r) and 1, ,{r).

{3) Using the valuc k, ,,, derive the 4, —wavelength optical depth 1, , and its extinction
coefficient profile g, , (r} from the i, lidar signals.

{4) Derive the Junge parameter v~ using the following formula:

v =loglz, , /1,0 logld /) +2 . (14)

(5) Set
=g, (r XA, S 2)Y Y (15)

(6) Let A=abslk, , —k, ., )andn=n+1

(7) If A is small enough {A<0.05 is taken in this paper), stop the iterative process,
otherwise repeat Steps 2—-7.

The final k, . v~ , 0, (r) and 5, ,(r) are taken as their solutions. In this algorithm the
determination of &, is based on the stronger sensitivity of the far—end extinction coefficient
solution to the variation of k, for the 1, —wavelenth, and the retrieved 4, —wavelenth k is
used in deriving the A, —wavelenth aerosol extinction coefficient profile.

The extinction to backscatter ratio &, is more sensitive to the variation of the imaginary

part of aerosol reflective index than its real part. Under the assumption of Junge size distribu-
tion and a known real part, k, is only dependent on the imaginary part #, and v" , and
thus #, can easily be determined by using the solutions of &, and v' through the Mie scal-

tering calculation. In the present algorithm, the different imaginary parts are selected in calcu-
lating k , , and the imaginary part z, , corresponding with the solution of & , is taken as its so-
lution.
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4. luversion simulations

a. Input parameters

In numerical simulations, the two Nd—-YAG laser wavelengths of A= 1060 nm and 532
nm are selected. Figure 1 shows two 0.55 um-wavelength aerosol extinction coefficient pro-
files used in simulations. One is the model presented by Elterman (1964), taken as the clear
model. And another is the turbid model, in which the 0.53 um extinction coefficient from the
ground to 1 km height is equal to 0.5, above 2 km it is the same as that in the Elierman’s
model, and between 1 km and 2 km it is linearly interpolated. The 1060 nm and 532 nm ex-
tinction profiles are derived from the 0.55 um profiles according to the power-law or Mie
scattering calculation,

One aerosol size distribution used is the Junge distribution of ** = 3. In the case, the de-
pendence of extinction coefficient on the wavelength follows 4 ™' —power law. And as the dis.
tribution s used, &, = 40 is taken as the exact extinction to backscatter ratio.

Tables 1-2 show another two aerosol types used, i.e. continent and urban models pres-
ented by Lenoble {1985). Lenoble’s continent and urban aerosel models are all composed of
the three components of fine, coarse and fine soot aerosol, which have different log—normal
size distributions, volume percentages and reflective index. In the column of *Volume percen-
tage”, the first set of digits are corresponding to the continent aerosol, and the second urban.
As shown in Table 1, the volume percentages of the three components are 29, 70 and 1 for
continent, and 61, 17 and 22 for urban. Aerosol imaginary part is very different. It is 0.008 for
the fine aerosol. For the coarse, it is 0.017 and 0.006 for the 1060 nm and 532 nm
wavelengths, respectively. And for the fine soot, it is 0.44 for the two wavelengths. Real part
of acroso] reflective index {not listed in Table 1), is 1.53 for the first lwo components and 1.75
for the fine soot. The values of &, in Table 1 are determined according to the Mie calculation
and using the above—mentioned aerosol parameters. They, varying between 26 and 117.2, are
much variable for different aerosol components and wavelengths. In Table 2, &k is the extinc-
tion to backscatter ratio of aerosol mixture composed of the three components, and v* is the
Junge size distribution fitted from the two extinction coefficients of 1060 nm and 532 nm. For
the continent aerosol, &, is 37.8 and 38.1 for the 1060 nm and 532 nm wavelengths,
respectively, And for the urban aerosol, it is 35.9 and 46.6, showing a strong wavelength—de-
pendence, v is 3.029 and 3.358 for the continent and urban aerosol, respectively. Similar to
Lenoble’s study, height—independent k&, and v~ are used for the continent aeresol extinction

profile. And for the turbid extinction profile, £, and v ' are taken from the continent and

urban model parameters for 0—2 km and above 2 km, respectively. So in the case of urban
model, k, is closely related to height and wavelength.

In addition, all numerical simulations select 20 m resolution and vertical observation
path, and r, = 200 m. If there is no additional explanation, r; =r; istaken.

Table 1. Aerosal construction parameters

Size Volume Imaginary part k,
distribution percentage (1060 / 532 nm} {1060/ 532 am)
Fine 29 /61 0.008 / 0.008 46.3 7 35.1
Coarse 0/17 0.017 /0.006 26.0 /404

Fine soot 1/22 0.4 /0.44 117.2/78.4
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Table 2, Extinction io backscatter ratio of aerosol mixure

Waveleagth (nm) 1060 532 '
Contineatal k, 38 381 3.029
Urban & 559 46.6 3,358

b. Inversion results o faerosol extinction coe fficient pro files

It can be found from Eqs.2—6 that the error factors of lidar equation selution by CIA are
mainly: (1) error of lidar return signals, (2) measurement error of optical depth <, (ry,, ry,)
along referenced (horizontal) path, (3) uncertainty of &, and, (4) error in output energy
ratio, £/ E, .

If the output energy is stable and there are a lot of laser shots along every sounding path,
E/ E, =1 can be taken. If there is an energy monitor, it can be used in determining the
ratio E / E, , and through a lot of laser shots good accuracy can be realized.

Next, according to the numerical simulations shown in Figs. 2—-8 and Table 3, the first
three error factors are analyzed. The clear aerosol extinction model, Junge size distribution
with v~ =3, and k, = 40 are taken in Figs. 2-7. In Fig. 8, the turbid acresol extinction mod-
el and corresponding &, shown in Tabie 2 are used.

(1} Eflcr o flidar signal error

Based on Fig. 2 and Tabie 3, the effect of lidar signal error is studied. A random error
sequence in lidar signal is designed as:

e - 1
» Elterman } EK'"
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© L) . Ky
0. 001 ol ® :\
x
PR SR TSGR T TV S S S SR T C.0000 L
0. ono! ] 3 o 4 4 5
¢ z N & & Ee1ghs {xr
Height {kin}
Fig. 1. Acrosol extinclion coefficient profiles used in Fig. 2. True 532 nm extinction coefficient profile {solid
inversion simulations. line}, sofution {circles} without [nput parameter error
and solution (crosses) with random signal error within
= 10%.
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Fig. 3. True extinction profiles (-~ 1060 nm; — 532 nm) and its solutions (. 1060 nm; » 532
nm) with an error of 10% in horizontal optical depth.
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(16)

where ¢, is ramdom number taken from computer and changing from 0 to 1. If D = 0.1, é(r)
and then lidar signal error would range within £ 10%.

Figure 2 shows the 0.532 nm extinction coefficient profile solutions for the clear model in
the two cases of no error in all input parameters and random signal errors with D =0.1
{signal errors being within = 10%). In the case of no signal error, a very good solution is ob-
tained. Tn another case with the random signal error, the soluticn is also satisfactory, but a
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Fig. 10. Same as Fig. 10 but for turbid model.

vibration deviation of the solution to its true profile is found. Where 8(r) < 0 {underestimated
signal error), the retrieved extinction coefficient is underestimated, and where 3(r) > 0, it is
overestimated. As a result, as shown in Table 3, the error in the optical depth solution can be
very small. [n Table 3, At, , and At,, stand for the percent errors in the 1060 nm and 532
nm optical depth solutions between 0.2 km and 8 km, respectively. All optical depth solutions
with D = 0.05, 0.1 and 0.2 have an accuracy better than 4,9%, even as the lidar signal errors
are up to % 20%. The 1060 nm solution is of smaller error. For the inversion result shown in
Fig. 2, as the lidar signal error is within *+ 10%, the error of the 532 nm optical depth solution
is only 1.78%. Therefore, the random lidar signal error has a weaker effect on the extinction
profile solution by CIA. fr,) and fr ;) are the two integrations of the slant and horizontal
lidar signals, respectively. According to Eq.6, the effect of error in lidar signals on the optical
depth solution by CIA is made through its affecting the ratio of A7 ) to Ar ). So, If there are
similar systematic errors in the horizontal and slant lidar signals, they can be counteracted
with a small effect.

Table 3. Optical depth solution error caused by random lidar signal error

D 0.0 0.1 0.2
At, (%) 0.43 .35 1.69
Ar, (%) 1.12 1.78 4.86

(2) Effct oferror in horizontal optical depth 7, {ry, 1y, )

The solution by CIA is relative to the optical depth 7, (rg, ry, ) through its affecting the
valuz G defined in Eg.7. On the ground, the aerosol scattering is usually dominant. Neg-
lecting molecular scattering, it can be derived from Eq.7 that:

AG =XAT‘”“ (ro. g 2vgzexpl—27,)

A= . 18
G T lrg. ) 1—exp(—2t,,) (18)

Here X changes between 0 and 1, and it is a decreasing function of the horizontal optical
depth. As the depth is very small, X = 1. As the depth is equal to 0.6, 1 and 3, X = 0.517,
0.313 and 0.0149, respectively. The larger the value X is, the stronger the effect of the depth
error on G. Thus, the larger the depth is, the weaker its error effect on the solution by CIA.
The range Ar, corresponding to ground-level aerosol optical depth being unity, is about 6.8
km and 1.92 km for the clear and turbid models, respectively. Mext, the optical depth is se-
lected as a typical value, In the selection, 7y, —r, = 6.8 km and 1.92 km (r;, =7kmand 2.12
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km) for the two models,

Fig. 3 shows the inversion results under the condition of a 10% overestimated error in
Tanlrg. riy ) for the case of r, =8 km and r, =8 km. An assumption of the homogeneous
atmospheric optical property along the horizontal laser path can usually be suitable. And as
the extinction coefficient is larger, the optical depth solution derived from lidar signals is usu-
ally better. So, an accuracy better than 10% in the horizontal optical depth derived from the
ground-level lidar echoes can usually be expected. As shown in Fig, 3, under the 10% error
the vertical extinction coefficients retrieved by CIA are overeslimated, but all inversion results
are satisfactory. The errors in the optical depth solutions are 5.9% and 3.4% for i = 1060 nm
and 332 nm, respectively. In addition, the smaller »| is, the better the solution under the same
error of 7, (ry, ry, ).

(3) Effet ofuncertainty in k,

Figures 4-§ show the variation of the far-end extinction coefficient solution, ¢, (r,),
with &, in the two cases of r, =8 km and 2 km, respectively, and Figs, 6—7 show the percen-
tage errors of the corresponding optical depth solutions caused by uncertainty in k&, . The true
value of &, is 40. As shown in Figs. 4-5, as far as the 1060 nm wavelength is concerned, there
is the weaker effect of error in &, on sclutions r,(r,) and ¢, (ry, ¢ ). Especially for the case
of ry =2 km, as £, varies between 20 and 60 (its error is within * 20), the maximum devia-
tion of ¢, (r, } with its exact value is 12%, and the maximum error in 1, (ry, r,) is 2.3%. But
in the case with the shorter wavelength of A=332 nm, solutions o,(r,) and
z,(ry. r1) are much more sensitive to the variation of k_, especially for r, =8 km. Asr, =8
km and £, > 43.3 (only with an error larger than 3.3), solution ¢, (r| ) is negative. This is why
this paper takes & =0 in the two —-wavelength algorithm presented in last section. Asr| =2

km, if the error in &, is less than 10, the optical depth accuracy better than 1.1% and 7.3%
can be obtained for A = 1060 nm and 532 nm, respectively,

In last simulations, true k, is height-independent. Next, in the case of height—dependent
k, and aerosol size distribution, the effect of the error in k&, on the solution by CIA is ana-
lyzed according to Fig. 8. In Figs, 89, there are the urban and continent extinction profiles in
the height range of 0-2 km and above 2 km, respectively. In the range of 0-2 km, k, is equal
to 55.9 and 46.6 for 2=1060 nm and 532 nm, respectively, and above 2 km &, = 37.8 and
38.1. Here & is closely related to height and wavelength. In Fig. 8, &, = 55.9 and 46.6 (ur-
ban) for = 1060 nm and 532 nm are selected in simulations. For both the wavelengths, the
extinction profile solutions are very good in the height range less than 3 km, but they get
worse with the increasing of the height, especially for the range above 5 km. The solution er-
rors in the optical depths between 0.2 km and 8 km are 3.9% and 1.8% for = 1060 nm and
532 nm, respectively, being quite satisfactory.

Among all error factors the uncertainty in &k, usually has the most significant effect on
the extinction profile solution. Therefore, a method for the simultaneous retrieval of extine-
tion profile and &k, would be very significant.

c. Inversion results of pint o, (r), k. v * and n,

The inversion results of e, (r). k,,v" and n,, simultaneously derived from the
two—wavelength lidar signals, are shown in Figs. 9-10 and Tables 4-6. Here A7, , and A7, ,
indicate the percentage errors of the optical depth solutions between r, and r, for A= 1060
and 532 nm, respectively.

-.IL

ek oo & o o
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Table 4 shows the inversion results without the error in all input parameters except for an
assumption of height—-independent & _ . For the clear aerosol model with height-independent
k, , quite good solutions are obtained for the two cases of #; =8 km and 2 km. The solution
of k, is 38.1, and the true value of &, for 4= 532 nm is 38.1. The solution of v* i3 3.03, and
its true value is 3.029. The imaginary part solution of 0.0069 is between the imaginary parts of
the fine and coarse aerosol, which seems to be reasonable. The errors in the optical depth so-
lutions are all Jess than 0.15% for both wavelengths and all r; . For the turbid aerosol model
with height-dependent &, the solutions are also good but have the larger error. The solu-
tions of k,, are 45.8 and 43.9 for | =8 km and 2 km, respectively. They are all between 532
nm-wavelength urban & (46.6) and its continent &, {38.1} but close {0 the urban (lower at-
mospheric) &, . The solution of v' is about 3.3 for every r, , being very close to the urban v *
{3.358). The larger imaginary part solution of about 0,01 is between the imaginary parts of
fine soot and coarse aerosol, owing to the larger volume percentage of strong absorbing fine
soot in the urban model. The errors in the optical depth solutions are all less than 5.8% for
both wavelengths and all r, . The smaller r, is, the better the accuracy of the optical depth so-
lution. In the model &, is quite different for the wavelengths of 1060 nm and 532 nm. And
because &, retrieved from the 532 nm lidar signals is used in determining the 1060 nm extine-
tion profile, there is the better accuracy in the 532 nm-wavelength solution. Extinction profile
solutions only for r, =8 km ar¢ shown in Figs. 9~10 for the clear and turbid models,
respectively. In the case of the clear model, there is almost no error in the solution. In the case
of the turbid model, the extinction profile solutions are also satisfactory, but they have the
larger error for the heights above 5 km,

Table 4. Inversion results of k,.1,.%, andv" without the error in all input parameters except for an assumption of

height-independent &

Meodel r ko, v' ", Az, (%) Ar, (%}
Clear 8 km 3R.1 3.03 0.0069 0.16 0.15
2km 38.1 3.03 0.0069 0.04 0.01
Turbid £ km 453 13 0.0107 58 2.7
2 km 439 31,36 0.0092 0.2 0.1

Table 5. Inversion Results of k,,7,.%, and ¥ ° in the case of the error of 10% or-10% in optical depth 1,,(ry. ry,)

Model r ko ve n, Az, (%) Ar, (%)
Clear 8 km 3897372 298/ 3.10 0.0073 / 0.0072 63/-72 2.5/-27
2km 3877374 2977309 0.0072 / 0.0063 57/ -6.4 19,-23
Turbid 8 km 529,394 3277382 0.0158 7 0.0068 14.6./ -4.1 104 -53
2km 518383 333/3.38 0.0151 /0.0052 92/ -%1 13/-77

Table 5 shows inversion results of &, 7, and v " in the case of the error of 10% or—10%
in horizontal optical depth 7, (r4. 7, ). The first and second set of digits shown in the five
columns of Table 4 correspond to the cases of the errors of 10% and —10%, respectively. For

the clear aerosol model, all the solutions of k., v * and 1, are very good. The deviation of

the solution &, _ Lo the true 532 nm—wavelength k, is less than 0.9. The maximum deviation
of the solution v ™ to its true value is less than 0.08. The errors of the optical depth solutions
are within *+ 7.2% and * 2.7% for 1= 1060 nm and 532 nm, respectively. The smaller r, is,
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the smaller the error. The imaginary part sclution changes between 0.0063 and 0.0073. Com-
pared with the result withont the error in the input parameters, the variation is very small, be-
ing less than 0.0007. For the turbid aerosol model, the-worse solutions can be obtained, but
they seem to be reasonable. The solutions of &, change between 37.8 and 52.9, and their de-
viations to the 532 nm-wavelength urban k, are within * @ for every case. The maximum
deviation of the solution v' to the true urban value is less than 0,1. The errors of the optical
depth solutions are less than 15% and 1% for A = 1060 nm and 532 nm, respectively. The
imaginary part solution changes between 0.0052 and 0.0158. The positive error of 1, (ry, r ;)
can resull in a larger imaginary part solution. All the solutions have a deviation less than
0.006 to the imaginary part solution without the error in the input parameters (shown in Ta-
ble 4). So, it is estimated that the imaginary part error caused by * 10% error in the horizon-
tal optical depth 7, (rq, ry, ) is within 0.006.

Table 6. Inversion results of &, 7., #,,and v in the case of the error of 10% or-10% in far-end lidar signal

Model r ko, v’ ", Ar, (%) ar, 1 (%)
Clear 8 km 3647439 302/3.05 0.0058 7 0.0106 -21/1.37 -27/32
2Zkm 36.3 7 40.2 3.02/3.04 0.0058 / 0.0083 -22721 -2.9/30
Turbid B km 4127533 325,335 0.0077 7/ 0.0165 34782 -26/88
Zkm 38.0 7 535 3327340 0.0051 7 0.0167 -25/29 -5.0/612

As analyzed above, there is a weak effect of the random lidar signal errors on the optical
depth solution by CIA. Because of the fact, it is found that the random signal error has a
weak effect on the solution k, in the case of no error in the far—end lidar signal, However, the
far—end signal error can have a significant effect on the solution of &, . Table 6 shows the in-

version results of k,, 7, and v" in the two cases of 10% and —10% errors in the far—end sig-

nal. listed with the first and second sel of digits, respectively. For the clear aerosol model, the
maximum error of the solution v * is 0.02, the error in &, is within * 5, and the errors of op-
tical depth solutions are within * 22% and = 32% for A=1060 nm and 532 nm,
respectively. The variation of the imaginary part solution is less than 0.006. For the turbid
aerosol model, the deviation of the solution k, to the 532 nm—wavelength urban &, is within
= 10 for every case. The maximum deviation of the solution v~ to the true urban value is
only 0.07. The errors of optical depth solutions are less than 9.3% for both A = 1060 nm and
2 =532 nm. The solutions of aerosol size distribution and its optical depth are very good, but
the far—end lidar signal error has a significant effect on the solution of &, . The imaginary
part solution changes between 0.0051 and 0.0167. In comparison of the results in Table 6 and
Table 4, the imaginary part error caused by the error of * 10% in the horizontal optical depth
1,4 (rq. 7y, ) is within 0.007. The mean value of two solutions, corresponding with the 10%
and —10% errors in the far—end signal, has a deviation less than 0.002 to the imaginary part
solution without the error in the input parameters. So, the mean imaginary part solution of
many observations would be much better if the error in the far—end signal is random.

According to Table 2 and Tables 46, it is concluded that the retrieved aerosol size dis-
tribution, the extinction to backscatter ratic and its imaginary part basically reflect the
aerosol characteristic in the lower atmosphere.

Other error factors such as the error in £/ £, are usually less important.
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5. Discussion and conclusion

How to determine the far—end boundary value is a key difficulty of the backward inte-
gration algorithm to the lidar equation. The present CIA uses the lidar signals and optical
depth derived from the signals along the ground-level horizontal path as the constraint in-
formation in determining the value along the slant path. One of its advantages is without an
assumption of the homogeneous atmosphere near the far—end. Another advantage is that the
lidar constant C does not need to be determined for the simultaneous retrieval of aerosol ex-
tinction and extinction to backscatter ratio. In some lidar application it does need.

The analytical solution of CIA is obtained. The smaller the vertical (or slant) far-end
distance is, the better the extinction profile solution. And because the solution does not de-
pend on the acrosol extinction to backscatter ratio in the case of no molecular scattering and
the constant ratio, CIA is especially suitable for the lidar measurements of the aeroso! extine-
tion coefficient distribution in the boundary layer.

The main error factors of the solution by CIA are the error of lidar signals, the
measurement error of optical depth 1, {ry, . r\,, ) along ground-level horizontal path and the
uncertainty of k, especially the last one. The random lidar error can result in a vibrating de-
viation of the extinction profile salution to its true profile, and they have a weak effect on the
optical depth solution. If the error of optical depth t, (ry, , r , } is within 10%, a satisfactory
solution by CIA can be obtained. For the case of constant &, if its error is within 10, the
caused error in the 1060 nm optical depth solution can be less than 3%., but there can be a
larger error in the 532 nm solution for a large r, . The simuitaneous retrieval of extinction
profile and &k, would be very significant. For the case of height—dependent k_ , to select the
lower atmospheric &, can generally produce a better solution. The shorter the wavelength is,
the larger the solution error caused by the uncertainty in % ,. Based on the property, the
aerosal extinction profile, the extinction to backscatter ratio, the size distribution and the
imaginary part of its reflective index can be simultaneously retrieved from the multi-wave-
length lidar signals. In this paper, only two—wavelength inversion algorithm is analyzed, but
it can be used in the multi-wavelength case. Under the case, more aerosol information in-
cluding the non—Junge size distribution can be obtained. The preliminary simulation results
are reasonable. A main error factor is dependence of aerosol extinction to backscatler ratio
with height and wavelength. Tn addition, to decrease error in the far—end lidar signal is impor-
tant for improving the solutions. The mean imaginary part solution of many observations
would be much better if the error in the far—end signal is random. The aerosol size distribu-
tion. the extinction to backscatier ratio and ils imaginary part retrieved mainly reflect the
aerosol characteristic in the lower atmosphere.
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