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ABSTRACT

This paper presents a high-resolution simulation of a remarkable polar low observed over the Sea
of Japan on 21 January 1997 by using a 5-km mesh non-hydrostatic model MRI-NHM (Meteorological
Research Institute Non-Hydrostatic Model). A 24-hour simulation starting from 0000 UTC 21 January
1997 successfully reproduced the observed features of the polar low such as the wrapping of western part
of an initial E–W orientation vortex, the spiral-shaped bands, the cloud-free “eye”, and the warm core
structure at its mature stage. The “eye” of the simulated polar low was relatively dry, and was associated
with a strong downdraft. A thermodynamic budget analysis indicates that the “warm core” in the “eye”
region was mainly caused by the adiabatic warming associated with the downdraft. The relationship among
the condensational diabatic heating, the vertical velocity, the convergence of the moisture flux, and the
circulation averaged within a 50 km×50 km square area around the polar low center shows that they form
a positive feedback loop, and this loop is not inconsistent with the CISK (Conditional Instability of the
Second Kind) mechanism during the developing stage of the polar low.
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1. Introduction

Polar lows (Harley, 1960) are intense meso-scale
cyclones that form in cold air streams of the polar air
mass in winter. Their horizontal scales are on the or-
der of several hundred kilometers, and their lifetimes
range from several hours to several days. They usu-
ally develop over high-latitude oceans in winter such
as the Gulf of Alaska (50◦–60◦N, 135◦–160◦W), the
Barents Sea (65◦–75◦N, 20◦–50◦E), the Labrador Sea
( 55◦–65◦N, 50◦–60◦W), and the Norwegian Sea (60◦–
70◦N, 5◦–10◦E). On satellite images, polar lows are
frequently characterized by spiral- or comma-shaped
cloud patterns and are even associated with a clear
“eye” structure at the mature stage. As polar lows
often cause severe weather such as strong wind and
heavy snowfall, they are thought to be one of the most
dangerous weather systems.

In the past decades, polar lows have received con-

siderable attention in the literature (Mansfield, 1974;
Rasmussen, 1979; Shapiro et al., 1987; Ninomiya,
1989; Tsuboki and Wakahama, 1992; Lee et al., 1998;
Fu, 1999; Fu, 2001; Yanase et al., 2002; Fu et al.,
2004). Among the oceans where polar lows frequently
occur, the Sea of Japan is located in the lowest latitude
position. Moreover, since the Sea of Japan is almost
surrounded by the Eurasian Continent and the Japan
Islands, it is thought to be one of the most suitable
areas to study polar lows: in the upstream of the Sea
of Japan, a great number of upper air observation sta-
tions are spread over the continent; in the downstream,
when polar lows make landfall on the Japan Islands,
more detailed observational data can be obtained from
the radar networks and AMeDAS (Automated Mete-
orological Data Acquisition System).

During 20–21 January 1997,a remarkable polar low
occurred over the Sea of Japan. Using almost all avail-
able observational data including the GMS-5 (Geosta-
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Fig.1. Geographic map for the East Asian and the Northwestern Pacific. The large square 

shows the calculation domain of RSM simulation that provides the initial and boundary 

conditions for MRI-NHM simulation, while the small one is used for MRI-NHM simulation. 

 
 
 
 
 
 
 
 
 

Fig. 1. Geographic map for East Asia and the North-
western Pacific. The large square shows the calculation
domain of the RSM simulation that provides the initial
and boundary conditions for the MRI-NHM simulation,
while the small square is the domain for the MRI-NHM
simulation.

tionary Meteorological Satellite) TBB (blackbody
temperature) data as well as Sapporo and Niigata
radar data, Fu (1999) documented the detailed evo-
lutionary process of this polar low event and the envi-
ronmental conditions that led to its generation. When
the polar low was at its mature stage, a typical spiral-
shaped cloud pattern and a clear “eye” structure was

observed from the satellite and radar images. Also, a
warm core structure associated with the polar low was
found at lower levels. The mechanisms for the spiral-
shaped cloud pattern and clear “eye” structure are an
interesting topic and warrant further investigations.

Although Yanase et al. (2002) performed a numer-
ical simulation of this polar low case, its development
mechanism has not been revealed yet. In this paper,
a 5-km mesh numerical simulation of this polar low
case using MRI-NHM (Meteorological Research Insti-
tute Non-Hydrostatic Model) is conducted to examine
its detailed characteristics at the mature stage and its
development mechanism. The paper is organized as
follows. In section 2, the numerical model MRI-NHM
used in the present study is introduced. In section
3, the detailed mature structure of the polar low is
examined based upon the simulation results of MRI-
NHM. Finally in section 4, discussion and conclusion
are given.

2. Description of MRI-NHM

MRI-NHM is a three-dimensional non-hydrostatic
model developed by the Forecast Research Depart-
ment of the Meteorological Research Institute, Japan
(Ikawa and Saito, 1991; Saito and Kato, 1996), and
modified so that it can be nested within an outer
coarse-mesh model (Saito, 1994). The main features
of MRI-NHM are summarized in Table 1.

Table 1. Specification of the MRI-NHM.

Categories Specification in the present study

Baisc equations Fully compressible non-hydrostatic Navirer-stokes equations with a map factor (Saito, 1997)

Vertical coordinate Terrain-following (Gal-chen and Somerville, 1975) 38 levels (fine resolution in the boundary layer)

Projection North polar stereographic projection

Advection scheme Arakawa-c grid (lkawa and Saito, 1991) second order flux form Box-Lagrangian

raindrop scheme (Kato, 1995)

Horizontal resolution 5-km (at 32.5◦N)

Time integration Both vertically and horizontally implicit for sound waves (∆t =10 s)

Turbulent closure Deardorff level 2.5 (Saito, 1993)

Precipitation scheme Cold rain scheme (predicting qv, qc, qr, qi, qs, qg)

Radiation Long and shortwave radiation

Surface processes Surface heat balance (Sommeria, 1976; Kondo, 1975)

Lower boundary Forecast using 4-layer model (Kato, 1996)

Upper boundary Rigid lid, thermally insulated Rayleigh friction layer

Lateral boundary Radiative nesting boundary condition (Saito, 1994). Nesting within RSM (Saito, 1998)

Numerical diffusion 4-th order linear damping

Initial time 0000 UTC 21 January 1997

Integration period 24 h
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Fig.2. (a): GMS-5 TBB image at 18 UTC January 1997. The polar low was at its mature 

stage. The movement of the observed polar low is indicated by black circles every 2-h from 

00 to 24 UTC, and that of the simulated one by white rectangles from 08 to 20 UTC with 2-h 

interval (the unit of color bar is oC). (b): Vertically integrated total water at 18 UTC January 

1997 based upon MRI-NHM simulation results (the unit of color bar is kg m-2). 

Fig. 2. (a) GMS-5 TBB image at 1800 UTC January
1997. The polar low was at its mature stage. The move-
ment of the observed polar low is indicated by black circles
every 2-h from 0000 to 2400 UTC, and that of the simu-
lated one by white rectangles from 0800 to 2000 UTC with
a 2-h interval (the units of the color bar are ◦C). (b) Ver-
tically integrated total water at 1800 UTC January 1997
based upon MRI-NHM simulation results (the units of the
color bar are kg m−2).

The model using a vertical terrain-following coor-
dinate is formulated in terms of the fully compress-

ible Navier-Stokes equations with a map factor. In
the model, a box-Lagrangian rain-drop scheme (Kato,
1995) is employed, and the ground temperature is pre-
dicted (Kato, 1996). A cold rain scheme is used in
which the six variables of mixing ratios of water vapor
qv, cloud qc, rain qr, ice qi, snow qs and graupel qg are
predicted.

In the present study, the calculation domain was
chosen to cover the path of the polar low center at its
initial and developing stages (small domain in Fig. 1).
It has 122×122 horizontal grid points. The horizontal
grid sizes are ∆x=∆y=5 km. The number of verti-
cal grid points is 38, where the grid interval is smaller
near the surface∗. The model top is located at 20.36
km. The time step of integration ∆t is 10 s. The ini-
tial and boundary conditions are taken from the 24-h
prediction of RSM (Regional Spectral Model), a prim-
itive equation model for operational numerical predic-
tion of the Japan Meteorological Agency (Nakamura,
1995) starting from 0000 UTC 21 January 1997. The
horizontal resolution of RSM is ∆x=∆y= 20 km (large
domain in Fig. 1). During the MRI-NHM model run,
the SST field is fixed with interpolating 1◦ × 1◦ SST
data at 1200 UTC 21 January 1997. The initial time
of the MRI-NHM simulation is 0000 UTC 11 January
1997 and the model integration time is 24 h∗∗.

3. Results

3.1 Model verification

Figure 2a presents the two-hourly positions of the
polar low observed by GMS-5 imagery together with
the simulated polar low whose centers have been de-
termined from the surface pressure minimum. Figure
2b shows the horizontal distribution of vertically inte-
grated total water (i.e., sum of the vertical integration
of water vapor, cloud water, ice, rain, snow, and grau-
pel) at 1800 UTC 21 January 1997, when the polar low
was at its mature stage. The simulated features of a
cloud-free “eye” with two major spiral bands extend-
ing from the low center to north and west respectively,
and the cloud streets on the northern and western side
of the spiral bands are similar to those observed by
GMS-5 (see Fig. 2a). It is believed that MRI-NHM
reproduced the movement of the polar low fairly sat-
isfactorily, although a few discrepancies exist between
the observations and simulations. Generally, this is a
successful simulation of a polar low over the Sea of
Japan with a high-resolution non-hydrostatic model.

*The level heights are 0.02, 0.06, 0.13, 0.23, 0.36, 0.52, 0.71, 0.93, 1.18, 1.46, 1.77, 2.11, 2.48, 2.88, 3.31. 3.77, 4.26, 4.78, 5.33,

5.91, 6.52, 7.16, 7.83, 8.53, 9.26, 10.02, 10.81, 11.63, 12.48, 13.36, 14.27, 15.21, 16.18, 17.18, 18.21, 19.27, and 20.36 km, respectively.
**Due to the limitation of our computer resources, the calculation domain of MRI-NHM has to be kept small. Accordingly,

the polar low moved southward and went out of the domain after 2200 UTC.



600 SIMULATION AND ANALYSIS OF THE MATURE STRUCTURE OF A POLAR LOW VOL. 21

 

 19

 

Fig.3. The wind vector and vorticity field (in 10-4s-1) from 13 to 18 UTC 21 January 1997 

simulated by MRI-NHM. The evolutionary process of the wrapping of the western part of the 

vorticity band can be seen clearly. (a): 13 UTC, (b): 14 UTC, (c): 15 UTC, (d): 16 UTC, (e): 

17 UTC, (f): 18 UTC. 

Fig. 3. The wind vector and vorticity field (in 10−4 s−1) from 1300 to 1800 UTC 21 January 1997 simulated
by MRI-NHM. The evolutionary process of the wrapping of the western part of the vorticity band can be seen
clearly. (a) 1300 UTC, (b) 1400 UTC, (c) 1500 UTC, (d) 1600 UTC, (e) 1700 UTC, (f) 1800 UTC.
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Fig.4. At 18 UTC 21 January 1997. (a): vertically integrated snow per unit area (kg m-2). (b): 

surface pressure (thick line, in hPa) and total surface heat flux (thin line, in W m-2). (c): 

surface wind vector and wind speed (ms-1). (d): surface divergence (10-4 s-1). The surface low 

center is indicated by a black dot.  

Fig. 4. At 1800 UTC 21 January 1997. (a) vertically integrated snow per unit area (kg m−2). (b) surface
pressure (thick line, in hPa) and total surface heat flux (thin line, in W m−2). (c) surface wind vector and
wind speed (m s−1). (d) surface divergence (10−4 s−1). The surface low center is indicated by a black dot.

The simulation results of MRI-NHM can also be
verified from the view of the wrapping of the west-
ern part of an initial E–W oriented cloud band (Fu,
2001). Figure 3 shows the simulated vorticity field
and wind vectors at the lowest model level (altitude of
20 m) from 1300 to 1800 UTC 21 January 1997. At
1300 UTC, an E–W oriented high vorticity region is
clearly seen around the latitude line 41.5◦N (Fig. 3a).
This high vorticity region corresponds to a shear zone

between the northeasterly wind to the north and the
north-northwesterly wind to the south. Such a feature
corresponds well to the observed structure of the E–
W oriented cloud band except that the intensification
ofthe polar low is somewhat delayed in the simulation
(Fu, 2001). The maximum vorticity that seems to cor-
respond to the initial polar low is located near (41.5◦N,
138.8◦E).

The evolutionary process of the wrapping of the
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Fig.5. Vertical cross section analyses along the line CD as indicated in Fig.4a. (a): potential 

temperature θ  (solid line, in K) and vorticity (dashed line, in 10-3s-1 ). The frame labeled with 

C’ and D’ will be enlarged for detailed examination later. (b): vertical velocity w (m s-1). (c): 

snow mixing ratio sq  (in 10-3 kg kg-1). (d): cloud mixing ratio cq  (in 10-3 kg kg-1). The 

surface low center is indicated by an arrow. 
 

Fig. 5. Vertical cross-section analyses along the line CD as indicated in Fig. 4a. (a) potential temperature θ
(solid line, in K) and vorticity (dashed line, in 10−3 s−1 ). The frame labeled with C′ and D′ will be enlarged
for detailed examination in Fig. 6, (b) vertical velocity w (m s−1), (c) snow mixing ratio qs (in 10−3 kg kg−1), (d)
cloud mixing ratio qc (in 10−3 kg kg−1). The surface low center is indicated by an arrow.
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western part of the vorticity band can be seen clearly
from the series of the vorticity field. Figures 3b and c
show that the principal axis of the high vorticity region
started to rotate anti-clockwise. As the time elapsed,
the high vorticity region gradually lost its approximate
uniformity in the direction of the principal axis. It is
also noted that the eastern part of the high vorticity
region became weaker. The initial polar low moved
southwestward while keeping its vorticity level. Af-
ter 1600 UTC (Figs. 3d and e), the polar low changed
its direction of movement to southward and started to
develop rapidly. At 1800 UTC (Fig. 3f), the vortex
attained its mature stage. The timing of the develop-
ment of the polar low is somewhat late compared to
the observation. Considering the small-scale vortices,
however, the simulation seems to be quite satisfactory.
Accordingly, we will examine the detailed structure of
the mature polar low at 1800 UTC in the following.

3.2 Structure of the simulated polar low

Figure 4a shows the horizontal distribution of ver-
tically integrated snow per unit area at 1800 UTC
21 January 1997∗. The spiral-shaped cloud band ex-
tending northeastward from the low center and a clear
“eye” structure surrounded by the spiral-shaped cloud
are seen∗∗.

Figure 4b shows the horizontal distributions of the
total surface heat flux together with the surface pres-
sure at 1800 UTC 21 January 1997. Generally speak-
ing, the sensible heat flux is about 1.5 times as large as
the latent heat flux. The total heat flux has a remark-
able east-west asymmetry. In the western quadrant
of the low, the total surface heat flux exceeds 800
W m−2, while it is less than 300 W m−2 on the eastern
side. This asymmetry in the total heat flux is mainly
caused by the asymmetry of the wind speed. Figure 4c
shows the horizontal wind vectors and the magnitude
of the wind speed. It is seen that a strong northerly
wind with a maximum wind speed of 24 m s−1 pre-
vails on the northwestern side of the low, while on the
eastern side, the magnitude of the wind speed is strik-
ingly smaller than that of the western side. A strong
convergence center is seen near the surface low center
(Fig. 4d).

Figure 5 shows the vertical cross section of poten-
tial temperature and vorticity, vertical velocity, and
mixing ratios of snow and cloud along the line CD
as indicated in Fig. 4a. The surface polar low cen-
ter identified by a pressure minimum is indicated by

an arrow. In the “eye” area, a sharp lowering of the
contour lines of potential temperature θ is found (Fig.
5a), showing a “warm core” structure. It is also seen
that at this mature stage of the polar low, its vortic-
ity is mostly concentrated below 2000 m,and is largest
around 250 m above sea level (Fig. 5a). There are two
regions of large vorticity on the northern and southern
sides of the “eye” that are about 50 km apart. They
correspond to the spiral cloud bands. The maximum
vorticity on the southern side reaches 4.5×10−3 s−1.
The distribution of the vertical velocity w shows that
the central part of the “eye” is associated with a
significant downdraft with the maximum value of
–0.6 m s−1, while on the southern side of the “eye” an
updraft with a maximum value of 0.9 m s−1 is found
(Fig. 5b). The maximum updraft in the northern spi-
ral band from 40.2◦N to 40.4◦N reaches 2.1 m s−1. The
distributions of the mixing ratios of snow qs (Fig. 5c)
and cloud qc (Fig. 5d) show that the “eye” is almost
free of snow and cloud.

3.3 The thermodynamical analysis of the warm
core in the eye

In order to examine the “eye” structure in more
detail, the region between C′ and D′ in Fig. 5a is en-
larged. Figure 6a shows the vertical cross section of the
mixing ratio of water vapor qv and the potential tem-
perature θ. The “eye” area at 500 m above sea level is
about 3–4◦C warmer than the environment, and it is
also accompanied with a “dry core” around the height
of 1500–3500 m with a minimum mixing ratio qv of
0.2 kg kg−1. In order to investigate how the “warm
core” was formed, a thermodynamic budget analysis
was performed. Figures 6b–d show the potential tem-
perature θ together with the diabatic heating dQ/dt,
the horizontal advection term −V h ·∇θ, and the verti-
cal advection term −w∂θ/∂z, respectively. It is found
that in the “eye” area, the contribution of diabatic
heating dQ/dt is less than 1 K h−1 (Fig. 6b). The con-
tribution of the horizontal advection −V h ·∇θ changes
sign along the line connecting the maximum positive
potential temperature anomaly (Fig. 6c), which indi-
cates that the main contribution of this term is to shift
the potential temperature pattern toward the moving
direction of the polar low. It does not contribute to
increase the potential temperature anomaly. Only the
contribution of the vertical advection associated with
the downdraft is positive and is larger than 1 K h−1

*Here we only show the mixing ratio of snow qs, since it is the largest among qc, qg, qi, and qr. The maximum values of the

vertically integrated qc, qg, qi, and qr are 1.1, 0.9, 0.22, and 0.035 kg m−2, respectively, which are considerably smaller than 4.6 for

qs

**Yanase et al. (2002) confirmed that a 2-km mesh MRI-NHM could reproduce the present polar low successfully. However,

they did not report a detailed analysis of the present case
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Fig.6. Vertical cross section analyses along the line C’D’. (a): potential temperature θ   (solid 

line, in K) and mixing ratio of water vapor vq  (dashed line, in kg kg-1). (b): θ  (solid line, in 

K) and diabatic heating (dashed line, in K h-1). (c): θ (solid line, in K)  and  horizontal  

advection -V θ∇⋅  (dashed line, in K h-1). (d): θ (solid line, in K) and vertical advection 

zw ∂∂− θ (dashed line, in K h-1). The surface low center is indicated by an arrow.  

Fig. 6. Vertical cross-section analyses along the line C′D′. (a) potential temperature θ (solid line, in K) and
mixing ratio of water vapor qv (dashed line, in kg kg−1), (b) θ (solid line, in K) and diabatic heating (dashed line,
in K h−1). (c) θ (solid line, in K) and horizontal advection −V h · ∇θ (dashed line, in K h−1). (d) θ (solid line,
in K) and vertical advection −w∂θ/∂z. (dashed line, in K h−1). The surface low center is indicated by an arrow.
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Fig.7. Three-dimensional view of the simulated polar low of MRI-NHM valid at 18 UTC 21 

January 1997. The yellow-green color presents the isentropic surface of θ =271.5 K. The 

“warm core” structure near the polar low center is visualized by the funnel-like isentropic 

surface that almost reaches to the sea surface. The rainbow color shows the horizontal 

distribution of snow mixing ratio sq  near the sea surface, which corresponds well to the 

spiral-shaped cloud pattern and an “eye” structure. 
 
 
 

Fig. 7. Three-dimensional view of the simulated polar
low of MRI-NHM valid at 1800 UTC 21 January 1997.
The yellow-green color presents the isentropic surface of
θ=271.5 K. The “warm core” structure near the polar low
center is visualized by the funnel-like isentropic surface
that almost reaches to the sea surface. The rainbow color
shows the horizontal distribution of snow mixing ratio qs

near the sea surface, which corresponds well to the spiral-
shaped cloud pattern and an “eye” structure.

(Fig. 6d). Thus, it is concluded in the “eye” region that
the “warm core” structure in the potential tempera-
ture is mainly caused by the downward transport of the
high potential temperature air, i.e., adiabatic warming
associated with the downdraft when it is viewed in the
temperature field.

Figure 7 shows a three-dimensional view of the sim-
ulated polar low based on the result of MRI-NHM valid
at 1800 UTC 21 January 1997. The yellow-green color
depicts the isentropic surface of θ=271.5 K. The “warm
core” structure near the polar low center caused by
adiabatic warming associated with the downdraft is
clearly visualized by the funnel-like isentropic surface
that almost reaches the sea surface. The horizontal
distribution of the rainbow color shows the mixing ra-
tio of snow qs near the sea surface. The spiral-shaped
cloud pattern and an “eye” structure as observed by
satellite are clearly seen.

For tropical cyclones, Anthes (1982, p.30) pointed
out that “the large temperature excess in the eye is
due to adiabatic warming associated with subsidence.
The downdraft in the eye region plays a particularly
important role. It implies adiabatic warming and
subsequently low central pressure”. Yamasaki (1982,
p.171) also indicated that the “warm core” near the
typhoon “eye” was mainly caused by the downdraft.
The present study shows that the formation mecha-
nism of the “warm core” structure of the polar low is

similar to that found in tropical cyclones.

3.4 The CISK mechanism

Anthes (1982, p.30) mentioned that an “eye” plays
a fundamental role in producing the warm core, low
central pressure, and strong winds associated with the
hurricane. Furthermore,the lower pressure in the “eye”
area accelerates the inflow of moist air, increases the
release of latent heat, and has a positive feedback on
the rest of the circulation. Grøn̊as and Kvamstø (1995)
also speculated that an “eye” was a sign of CISK tak-
ing place. As a clear “eye” was simulated successfully
by using 5-km MRI-NHM in the present study,we will
examine if the CISK mechanism is really working for
the present polar low development.

Figure 8 shows the hourly vertical profiles of
the area-mean condensational diabatic heating rate
dQ/dt, the vertical velocity W , the divergence of the
moisture flux M = ∂(uqv)/∂x + ∂(vqv)/∂y, and circu-
lation C from 1400 to 1900 UTC, where the area-mean
is taken within a 50 km×50 km square area which is
placed around the simulated surface polar low center∗.
The diabatic heating rate (Fig. 8a) at the earlier stage

was not very large. As the time elapsed, however,
dQ/dt increased sharply from 0.8 K h−1 at 1400 UTC
to 1.8 K h−1 at 1500 UTC. A large amount of latent
heat was released during that period of time. At 1600
UTC, the diabatic heating rate at every level reached
its peak. The maximum value appeared around the
height 800–1800 m. At 1700 UTC, the magnitude of
the diabatic heating decreased slightly, but still re-
tained its relatively large value. It should be noted
that during that period of time, the diabatic heating
due to the latent heat release only occurred below 5000
m, and their maximum values appeared between 1000
and 2000 m. This clearly shows that the height of the
latent heat release within the polar low is lower than
that of the hurricane/typhoon.

The vertical distribution of W , the area-mean ver-
tical velocity (Fig. 8b), is quite similar to that of
dQ/dt, implying that the diabatic heating is nearly
compensated by the adiabatic cooling in the central
area of the polar low. The maximum area-mean up-
draft is located at around 1500 m with a value of 0.2–
0.3 m s−1.

Figure 8c shows the area-mean divergence of the
moisture flux M . It is seen that the moisture con-
vergence (negative value) is confined below 1500 m,
while weak divergence (positive value) exists above
this height. At 1400 UTC,the convergence is weak with
a maximum value of –0.25×10−6 kg kg−1 s−1 near the

*Similar calculations using different sizes of the square area are found to give similar results.
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Fig.8. (a): The area-mean condensational diabatic heating rate dtQd  (in K h-1) with respect 
to height. The calculations are shown for 14, 15, 16, 17, 18 and 19 UTC, respectively. (b): 
same as (a) but for area-mean vertical velocity W (m s-1). (c): same as (a) but for the area-
mean horizontal divergence of moisture flux M (in 10-6kg kg-1s-1). (d): The area-mean 
circulation C  (in 106 m2 s-1) with respect to height.  
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Fig. 8. (a) The area-mean condensational diabatic heating rate dQ/dt (in K h−1) with respect to height. The
calculations are shown for 1400, 1500, 1600, 1700, 1800, and 1900 UTC, respectively. (b) same as (a) but for
area-mean vertical velocity W (m s−1). (c) same as (a) but for the area-mean horizontal divergence of moisture
flux M (in 10−6 kg kg−1 s−1). (d) The area-mean circulation C (in 106 m2 s−1) with respect to height.
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surface. It remains weak until 1500 UTC, but increases
sharply to –0.80×10−6 kg kg−1 s−1 by 1600 UTC and
maintains a similar magnitude later.

Figure 8d shows the area-mean circulation C calcu-
lated by a line integral along the four sides ofthe square
area around the polar low. At 1400 UTC, the circula-
tion C has the maximum value 1.4×106 m2 s−1 near
the surface at the height of 250 m. It remains small
near the surface until 1500 UTC. By 1700 UTC, the
circulation has rapidly increased its value to 2.7×106

m2 s−1. These changes in the circulation reflect the
rapid increase of rotation of the polar low in associa-
tion with the intensification of the vertical velocity. At
1800 and 1900 UTC, the circulation increased contin-
uously, and the peak value appeared around 500–600
m.

Though the increases of dQ/dt and W start at 1500
UTC, those of C and M start one hour later. This
appears to indicate that the frictional convergence in
the boundary layer does not become effective until the
vortex reaches certain strength. It is also noted that
the circulation increases even after the diabatic heat-
ing dQ/dt and the vertical velocity W start to de-
crease after 1600 UTC. As far as the vertical velocity
W causes an inflow of air having a larger circulation
from the side boundaries, the area-mean circulation
can increase with time.

In summary, the results presented in Fig. 8 show
that the condensational heating, the vertical velocity,
the convergence of the moisture flux, and the circula-
tion averaged within a square area around the polar
center formed a positive feedback loop during the de-
velopment stage of the polar low. This loop is not
inconsistent with the concept of the CISK mechanism
(Ooyama, 1964; Charney and Eliassen, 1964).

4. Discussion and conclusion

Previous studies indicated that development of dif-
ferent polar low cases might be dominated by differ-
ent mechanisms. Tsuboki and Wakahama (1992) in-
dicated that baroclinic instability played a dominant
role for the development of a polar low. Based on
data analyses of the observations and the linear quasi-
geostrophic instability analysis, they concluded that
the mesoscale cyclones were generated as a result of
baroclinic instability.

It should be pointed out that the horizontal scale
of the polar lows in Tsuboki and Wakahama’s study
was approximately 500–700 km and was quite larger
than the present case. The horizontal scale of the
present polar low is only about 200 km, and is con-
siderably smaller than Tsuboki and Wakahama’s case.
A comprehensive analysis of energy conversion (Fu,

1999) indicated that evidence for supporting the baro-
clinic development of the present polar low case was
not sufficient, although we cannot deny its role in the
development of the present polar low. The simula-
tion by MRI-NHM suggested that the positive feed-
back loop among the condensational heating, verti-
cal velocity, convergence of moisture convergence, and
the area-mean circulation is not inconsistent with the
CISK-like process.

Finally, we conclude the present study as follows.
A remarkable polar low observed over the Sea of Japan
on 21 January 1997 was successfully simulated by us-
ing a 5-km mesh MRI-NHM. The 24-h simulation by
MRI-NHM reproduced the wrapping of the western
part of an initial E–W oriented cloud band, the spiral-
shaped pattern, and the “eye” structure of the vortex
surprisingly well. The simulated polar low exhibited a
large deviation from an axisymmetry. The wind speed
associated with the polar low was much larger on the
western side of the low center than on the eastern side.
Accordingly, the surface heat flux was also much larger
on the western side. The “eye” was occupied by warm
dry air associated with a strong downdraft, and was al-
most free of cloud. The detailed thermodynamic bud-
get analysis indicated that the “warm core” in “eye”
region was mainly caused by the adiabatic warming as-
sociated with the downdraft. The relationship among
the condensational diabatic heating, the vertical veloc-
ity, the convergence of the moisture flux, and the cir-
culation averaged within a 50 km×50 km square area
around the vortex center showed that they formed a
positive feedback loop during the development stage
of the polar low, and this loop is not inconsistent with
the CISK concept.
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