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ABSTRACT

The computational uncertainty principle in nonlinear ordinary differential equations makes the
numerical solution of the long-term behavior of nonlinear atmospheric equations have no meaning. The
main reason is that, in the error analysis theory of present-day computational mathematics, the non-linear
process between truncation error and rounding error is treated as a linear operation. In this paper, based on
the operator equations of large-scale atmospheric movement, the above limitation is overcome by using the
notion of cell mapping. Through studying the global asymptotic characteristics of the numerical pattern
of the large-scale atmospheric equations, the definitions of the global convergence and an appropriate
discrete algorithm of the numerical pattern are put forward. Three determinant theorems about the global
convergence of the numerical pattern are presented, which provide the theoretical basis for constructing the
globally convergent numerical pattern. Further, it is pointed out that only a globally convergent numerical
pattern can improve the veracity of climatic prediction.
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1. Introduction

The partial differential equations for atmospheric
movement are often nonlinear and often very complex;
we usually cannot obtain an analytic solution but must
find a numerical solution. The general method is first
to discretize the space variable and to turn the partial
differential equations into ordinary differential equa-
tions, then we change the ordinary differential equa-
tions into an algebraic equation by discretizing the
time variable. Finally, we can get the approximate
numerical solution by solving a non-linear algebraic
equation. As long as the numerical method is sta-
ble and convergent, the above process is completely
feasible for short-term weather forecasts, however, for
long-term forecasts and climate prediction, this pro-
cess is far from enough. The main reason is the com-
putational uncertainty principle in nonlinear ordinary
differential equations (Li et al., 2000a, b). Li et al.
(2000a, b) pointed out that because of the limitation
of the computer precision when solving nonlinear or-

dinary differential equations by numerical methods,
rounding error makes the numerical solution with any
step-size unrelated to the real solution after the nu-
merical integration within a certain time.

The main reason for the computational uncertainty
principle is that we treat the nonlinear process between
truncation error and rounding error as a linear opera-
tion. For a numerical method, we first prove the con-
vergence with the assumption that the computation is
exact (has no rounding error) and then consider re-
straining the impact of rounding error, i.e., to prove
the stability of algorithm. For a linear system, the
above method is completely feasible, but for a non-
linear system, though the independent effect of the
two factors may be very small, their nonlinear inter-
action is not necessarily small. The total error may
quickly accumulate with time, and ultimately it can
easily make the numerical solution be independent of
the real solution. So, for long-term forecasts and cli-
matic prediction (when the timescale is more than one
month or one season (Chou, 2002)), we must overcome
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this essential limitation and consider the nonlinear in-
teraction between the truncation error and rounding
error. We need to develop a global convergent numer-
ical pattern (Chou, 2002).

In this paper, through studying the global asymp-
totic characteristics of the numerical pattern of the
large-scale atmospheric equations by using the notion
of cell mapping, we put forward the definitions of
global convergence and an appropriate discrete algo-
rithm of the numerical pattern. We also present three
determinant theorems about the global convergence of
the numerical pattern, which provide the theoretical
basis for constructing the globally convergent numeri-
cal pattern. Further, we point out that only developing
a globally convergent numerical pattern is the scien-
tific method necessary to improve the veracity of long-
term forecasts and that the theory of cell mapping is

an effective method to study the nonlinear interaction
between truncation error and rounding error.

2. Operator equation of large-scale atmospheric
movement

If we use spherical coordinates, vector function

ϕ = (Vλ, Vθ, ω,Φ, T )T ,

and operators B,L, and N , the large-scale atmo-
spheric equations can be written as the following op-
erator equation:

B
∂ϕ

∂t
+ [N(ϕ) + L]ϕ = ξ(t) , (1)

Bϕ|t=t0 = Bϕ0 , (2)

where
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,

Li = −∂pli∂p − µi∇2 ,

li = vi(gp/RT )2 (i = 1, 2) ,

ξ(t) represents the non-constant external forcing case.
For the other symbols, refer to Li and Chou (1997).

Because we discuss the global atmospheric move-
ment, the resolution domain of (1)–(2) should be

Ω = {(λ, θ, p)|0 6 λ 6 2π ,

0 6 θ 6 π, 0 6 p 6 ps} ,

where ps is the ground atmospheric pressure, 0 <
ps < ∞. For the convenience of discussion, we do not
consider the influence of the earth’s surface and let

ps=1000 hPa, thus the boundary conditions of prob-
lems (1)–(2) can be written as:

On the earth’s surface p = ps:

Vλ = Vθ = ω = 0 , (3)
∂T

∂p
= αs(Ts − T ) ; (4)

at the top of the atmosphere p = 0:
∂Vλ

∂p
=

∂Vθ

∂p
= 0 , ω = 0 ,

∂T

∂p
= 0 , (5)

where Ts = Ts(λ, θ, t) is the temperature of the earth’s
surface, and αs is a parameter which is related to the
heat conductivity of turbulence and is dependent on
the earth’s surface characteristics.

LetH denote the collectivity ofϕ = (Vλ,Vθ, ω,Φ,T )T

and assume that ϕ satisfies the periodic conditions and
the boundary conditions (3)–(5), by Zeng (1979) we
have ϕ ∈ [L2(Ω)]5. If we define the inner product and
norm of H as:

(ϕ1, ϕ2) =
∫ ps

p0

∫ π

0

∫ 2π

0

ϕT
1 ϕ2a

2 sin θdλdθdp , (6)
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‖ϕ‖ = (ϕ, ϕ)
1
2 , (7)

then H is a Hilbert space. By Chou (1983) and
Chou (1990), B and L are self-adjoint positive defi-
nite operators in Hilbert space H, i.e., B = B∗, L =
L∗, (Bϕ,ϕ) > 0 and (Lϕ,ϕ) > 0 if ϕ 6= 0, where B∗

and L∗ are adjoint operators of B and L. N is a contra-
adjoint operator in space H, i.e., N = −N∗, where N∗

is an adjoint operator of N . Operator N generalizes
the effects of the advection of rotating flow movement,
the geostrophic departure power, the earth’s spherical
effect, and the barometric gradient power, etc. Oper-
ator L reflects the dissipative effect (Chou, 1990).

3. The long-term behavior obtained by the nu-
merication integration is independent of the
real solution

Because the form of equations (1)–(5) is very com-
plex, we cannot obtain its analytic solution and we
have no choice but to find its numerical solution. No
matter what numerical method is used, the first thing
to do is to discretize the space variable (λ, θ, p) and to
change the partial differential equations (1)–(5) into
ordinary differential equations. We still write these in
the following operator form:

Bn
∂ϕn

∂t
+ (Nn + Ln)ϕn = ξn(t) , (8)

Bnϕn|t=t0 = Bnϕn(0) , (9)

where

ϕn = [f1(t), f2(t), ..., fn(t)]T ∈ R̃n

represents the change of atmospheric states with time,
R̃n denotes the collectivity of n-dimensional functional
vector ϕn. Bn, Ln and Nn are operators converted from
the corresponding operators in (1), ξn(t) is decided by
the inhomogeneous term ξ(t) and the boundary con-
ditions. In order not to destroy the essential character
of the original problem, the properties of the operators
should be kept (Chou, 1983; Li and Chou, 1998), so
Bn and Ln are positive definite symmetric matrixes of
order n, Nn is an inverse symmetric matrix of order n.

The next problem is to find the numerical solution
of the ordinary differential equations (8)–(9). The gen-
eral method often used is to discretize the time vari-
able and change (8)–(9) into an algebraic equation.
Then by solving the nonlinear algebraic equation we
can get the numerical solution of (8)–(9). As long as
the numerical method used is stable and convergent,
the above process is completely feasible for short-term
weather forcasts, however, for long-term forcasts and
climate prediction this process is far from enough. The
reason is the following.

By theoretical analysis and numerical experiments
for the initial value problem of the nonlinear ordinary
differential equations of order one (Li et al., 2000a, b):

dy

dt
= f(t, y) , (10)

y|t=t0 = y0 , (11)

Li et al. (2000a, b) present the computational uncer-
tainty principle of nonlinear ordinary differential equa-
tions. They show that because of the limitation of the
computer precision, when solving the problems (10)
and (11) by using numerical methods, rounding error
makes the numerical solution with any step-size unre-
lated to the real solution after a numerical integration
of a certain time. And the numerical solution will not
converge to the correct solution when the time step-
size h → 0. At the same time, due to the limited
size of computer memory, there exist the maximum
effective computational time and the optimal step-size
(the step-size corresponding to the maximum effective
computational time) for any numerical method. When
the computational time exceeds the maximum effec-
tive computational time, the solution of the ordinary
differential equation cannot be computed correctly by
numerical methods. Improving the computer precision
can slow down but cannot eliminate the impact of the
rounding error.

The interaction of the truncation error and the
rounding error of the numerical method is one of the
most important reasons that induces the computa-
tional uncertainty principle. It is also the essential
deficiency in the theory of the computational mathe-
matics today. Two of the most important notions in
computational mathematics are convergence and sta-
bility, which correspond to truncation error and round-
ing error respectively. The relation between conver-
gence and stability should be very close, however, in
the theory of error analysis of computational mathe-
matics, we often discuss convergence and stability sep-
arately.

Equations (8)–(9) are actually a special form of
(10)–(11), and their computation also has the above
problems. So, when we want to give long-term numer-
ical forecasts and numerical predictions of climates, we
must overcome the essential deficiency in the theory of
computational mathematics. The authors think that
the proper scientific method is to study the properties
of (1)–(5) for all initial values when t → ∞. That is
to say, we should study the global asymptotic charac-
teristics of (1)–(5) and the global asymptotic charac-
teristics of its numerical pattern. Then, by combining
both, we can surely create more accurate predictions.
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4. The global asymptotic characteristics of at-
mospheric patterns

We have the large-scale atmospheric operator equa-
tions (1)–(5) as examples, and we believe that it has
a unique solution in Hilbert space H (Li and Chou,
1997).

4.1 Global asymptotic characteristics of the
partial differential equations

By Li and Chou (2001), Wang et al. (1989), Li
and Chou (1997b), for the operator equations (1)–(5)
with bounded external forcing, there exists a bounded
closed sphere BK in H. The solution ϕ(t) of the equa-
tions (1)–(5) with any initial value outside BK will
enter and stay forever in BK when t is greater than
some critical time τ . If we choose any initial value
inside BK , the solution ϕ(t) will not go out of BK .

Because the equations (1)–(5) has a unique solu-
tion (Li and Chou, 1997a; Chou, 1989), the solution
Bϕ(t) is uniquely decided by the initial value Bϕ0,
and the equations (1)–(5) actually define a mapping
S(t) : H → H such that S(t)Bϕ0 = Bϕ(t). If we
denote

S(t)R = {S(t)Bϕ0|∀Bϕ0 ∈ R,R ⊂ H} ,

then for any bounded set R ⊂ H, there exists τ(R)>0
such that S(t)R ⊂ BK for any t > τ(R), i.e., BK is an
attractive set. Let

A =
⋂
α>0

⋃
t>α

S (t) BK ,

then we know (Chou, 1990) that A is the functional
invariant set of S(t) (i.e., S(t)A = A for any t > 0),
and A is the global attractor of S(t).

In other words, problem (1)–(5) has a global attrac-
tor A in the space H and A is an invariant point set.
In spite of the initial states, the atmospheric system
described by (1)–(5) will evolve into the state of the
attractor set A with the increment of time. A reflects
the final state of the system and is called the climate
attractor. It reveals that the atmospheric system has a
nonlinear adaptive process toward an external source
and explains that the property of the dissipative struc-
ture is a fundamental characteristic of the atmospheric
movement (Li and Chou, 1997c).

4.2 Global asymptotic characteristics of the
ordinary differential equations

According to Lions et al. (1992) and Chou (1990),
the Hausdorff dimension of climate attractor A is fi-
nite, and its estimated approximate value can be given.
This means that, in space H, the limiting solution

set of the atmospheric system will contract to a fi-
nite dimensional differential manifold. If the Haus-
dorff dimension of A can be obtained accurately, the
atmospheric equations can be described precisely by
a set of ordinary differential equations with finite di-
mension. However, nobody has obtained the ordinary
differential equations yet. The usual process is to ap-
proximately describe (1)–(5) by using the ordinary dif-
ferential equations (8)–(9). The result by this proce-
dure is that the limiting solution set will not definitely
include the finite dimensional manifold A no matter
how big the space-resolving ratio is; the limiting solu-
tion set of (8) can only be viewed as the approximation
of A.

In fact, by Li and Chou (2003) and Chou (1990),
the operator equation (8) has a global attractor point
set Sn with zero volume in space R̃n. Set Sn depicts
the global asymptotic character of the ordinary dif-
ferential equations (8); it is the approximate form of
the climate attractor A. The space-variable discrete
algorithm of equation (1) determines the approximate
degree.

4.3 Global asymptotic characteristic of the nu-
merical pattern

Similarly, because the form of equations (8)–(9) is
very complex, we cannot obtain the analytic form of
point set Sn but must find its numerical form. That
is to say, we must compute the numerical solution of
(8)–(9) in space Rn. Suppose that we use the linear k-
step difference method and substitute the differential
quotient of time with the difference quotient of time in
equations (8)–(9), then we get the difference equation:

D{X(t0 + mτ), ..., X[t0 + (m + k)τ ], µ} = 0 ,

m = 0, 1, 2... (12)

where X[t0 +(m+ i)τ ] denotes the approximate value
of state variable ϕ at time t0 +(m+ i)τ (i = 0, ..., k), µ
is a parameter which reflects the status of the external
environment of the system, and τ = aδt, where a > 1
is an integer and δt is the optimal step-size of the nu-
merical computation (Li et al., 2000b). Equation (12)
can be seen as the numerical pattern of the nonlin-
ear systems (1)–(5). For convenience of discussion, let
k = 1. From (12) we know that in Rn, the value of
state variable X at time t0 + (m + 1)τ is uniquely de-
cided by its value at time t0 + mτ , i.e., there exists a
mapping F : Rn → Rn, such that

X[t0 + (m + 1)τ ] = F [(X(t0 + mτ), µ] ,

m = 0, 1, 2, ... (13)

In practical computation, because of the limited
size of computer memory (we assume it is r), the
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rounding error causes the state variable X to no longer
be a continuous variable; its true value is a discrete
point sequence in space Rn. This course is called state
variable X itself discretized. Thereby, the collectivity
of X that the computer can actually store is not the
whole space Rn but a finite point-set in Rn, which we
denote as Cr. Then for any point s ∈ Cr, s represents
all the points in its neighborhood U ∈ Rn, where U
is determined by s and r. In other words, because of
the limitation of computer precision, all the points in
neighborhood U have been rounded as point s, so s is
actually a cell in Rn and there are an infinite number
of points in the cell. Namely, a point in Cr corresponds
to a cell in Rn, and the collection of all cells is not the
whole space Rn but only a subset of Rn.

Hence, the mapping F : Cr → Cr defined by (13)
is actually a cell mapping (Hsu, 1987). The different
values of the numerical solution at different times is
just the transformation from one cell to another cell.
If a cell returns to itself after several mappings, the cell
is called a periodic cell, otherwise, it is called a tem-
porary state cell. The temporary state cell only has a
temporary meaning. Assume Pr(n) denotes the entire
set of periodic cells of mapping F : Cr → Cr, then
by (13) and the conception and theory of cell map-
ping (Hus, 1987), we know that Pr(n) represents the
global asymptotic character of the numerical solution
of equation (8).

Namely, for all initial values, the numerical solution
of operator equation (8) will evolve into the attractive
point-set Pr(n) when t →∞. Pr(n) is just the approx-
imate form of the global attractive point-set Sn; the
approximate degree is determined by the time-variable
discrete algorithm of equation (8) and the whole com-
puting process. The structure and statistical charac-
teristics of Pr (n) are the climate characteristics of the
numerical pattern (12).

In summarily, we first get the climate attractor A
by the global asymptotic characteristies of the atmo-
spheric movement equation, then we get the approx-
imate form Sn of the climate attractor A by the dis-
cretization of the space variable, and finally we get the
approximate form Pr(n) of Sn by discretization of the
time variable. As we solve the problems, the spaces
related to the problems are gradually simplified, from
the initial uncountable space H with infinite dimen-
sion to uncountable space R̃n with finite dimension,
then to countable space Rn with finite dimension, and
finally, to the set Cr with a finite number of points in
space Rn. The simplification brings new convenience
to the research, but it also introduces a new problem–
the degree of approximation. In the following secction,

we discuss in detail how to measure the approximate
degree of one numerical model for the original system.

5. New concepts—global convergence and app-
ropriate discretization

For nonlinear systems (1)–(5), by the above pro-
cess, we get three point sets: A,Sn, and Pr(n). They
are unrelated to the initial values and are decided by
the external parameters and algorithm. If A can de-
pict the practical climate more exactly, we hope that
Pr(n) can also approximate A very well.

For measuring the approximate degree of Pr(n) and
A, we introduce the Hausdorff distance between two
sets in Hilbert space. Supposing B and C are two arbi-
trary sets in H, the Hausdorff distance between them
is defined as:

DH(B,C) = max{D(B,C), D(C,B)} , (14)

where

D(B,C) = sup
b∈B

inf
c∈C

ρ(b, c) ,

where ρ(b, c) is the distance between the variables b
and c. It is obvious that DH(B,C) = 0 if and only if
B = C.

Definition 1 Let A denote the finite-dimensional
attractive set in H of the partial differential equations
(1)–(5). Sn denotes the attractive set with zero vol-
ume in R̃n of the ordinary differential equations (8)
which are derived from (1)–(5) when the space vari-
able is discretized according to some discrete method.
If lim

n→∞
DH(Sn, A) = 0, we call the solution of (8)

globally convergent. The discrete method that makes
the solution of (8) globally convergent is called the
H → R̃n appropriate discrete algorithm.

Definition 2 Supposing Sn is the attractive set
with zero volume in R̃n of the ordinary differential
equations (8), Pr(n) is the attractive set of the dif-
ference equation (13) when it is solved with optimal
step-size δt in a computer with r bytes of memory. If
lim

r→∞
DH[Pr(n), Sn] = 0, we call the solution of (13)

globally convergent. The discrete method that makes
the solution of (13) globally convergent is called the
R̃n → Rn appropriate discrete algorithm.

Definition 3 Let A denote the finite-dimensional
attractive set in H of the partial differential equa-
tions (1)–(5). After the discretization of the vari-
ables of space, time, and state, (1)–(5) become a cli-
mate numerical pattern whose attractive set is Pr(n).
If lim

r→∞,n→∞
DH[Pr(n), A] = 0, we call the climate

numerical pattern globally convergent. The discrete
method which makes the climate numerical pattern
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globally convergent is called the H → Rn appropriate
discrete algorithm.

From the above definitions, we know that only if
H → R̃n is an appropriate discrete algorithm, then the
set Sn obtained by ordinary differential equations (8)
will not distort the essential character of the climatic
attractor A. And only if R̃n → Rn is an appropri-
ate discrete algorithm, then the attractive set Pr(n)
obtained by the difference equation (13) will approx-
imate set Sn well in the time series. In other words,
only the globally convergent numerical model can ap-
proximately describe the change of practical climate.
Next, we will present the determinant theorems for a
globally convergent numerical pattern.

Theorem 1 When we construct a climatic numer-
ical model from the partial differential equations, if
H → R̃n is not an appropriate discrete algorithm and
R̃n → Rn is an appropriate discrete algorithm, then
H → Rn also is not an appropriate discrete algorithm,
i.e., the climate numerical pattern is not globally con-
vergent.

Proof: If H → R̃n is not an appropriate discrete
algorithm, then from Definition 1, we know that given
ε0 > 0, then for any N there exists n0 > N such that
DH(Sn0 , A) > ε0, i.e.,

lim
n→∞

DH(Sn, A) 6= 0 , (15)

and if R̃n → Rn is an appropriate discrete algorithm,
then from Definition 2, we have

lim
r→∞

DH[Pr(n), Sn] = 0 , (16)

It is easy to prove that the Hausdorff distance defined
by (14) satisfies the distance axiom, then we have

DH[Pr(n), A] > |DH(Sn, A)−DH[Pr(n), Sn]| .
To obtain the limit about r for both sides of the above
inequality, then from (16) we have

lim
r→∞

DH[Pr(n), A] > DH(Sn, A) .

Also, from (15) we know

lim
r→∞,n→∞

DH[Pr(n), A] 6= 0 , (17)

then according to Definition 3, H → Rn is not an ap-
propriate discrete algorithm and the climate numerical
pattern is not globally convergent.

Theorem 2 When we construct a climatic numer-
ical model from the partial differential equations, if
H → R̃n is an appropriate discrete algorithm and
R̃n → Rn is not an appropriate discrete algorithm,
then H → Rn also is not an appropriate discrete algo-
rithm, i.e., the climate numerical pattern is not glob-
ally convergent.

Proof: The course of the proof is the same as for
Theorem 1.

Theorem 3 When we construct a climatic numer-
ical model from the partial differential equations, if
H → R̃n and R̃n → Rn are both appropriate discrete
algorithms, then H → Rn is also an appropriate dis-
crete algorithm, i.e., the climate numerical pattern is
globally convergent.

Proof: If H → R̃n is an appropriate discrete algo-
rithm, then from Definition 1, we have

lim
n→∞

DH(Sn, A) = 0 .

In the same way, if R̃n → Rn is an appropriate discrete
algorithm, then from Definition 2, we have

lim
r→∞

DH[Pr(n), Sn] = 0 .

From the distance axiom, the following triangle in-
equality is true

DH[Pr(n), A] 6 DH(Sn, A) + DH[Pr(n), Sn] .

To obtain the limit of both sides of the above triangle
inequality, and by the non-negativity of distance, we
have

0 6 lim
r→∞,n→∞

DH[Pr(n), A] 6 lim
n→∞

DH(Sn, A)

+ lim
n→∞

{ lim
r→∞

DH[Pr(n) , Sn]} = 0 . (18)

Then

lim
r→∞,n→∞

DH[Pr(n), A] = 0 .

So, according to Definition 3, H → Rn is an appro-
priate discrete algorithm and the climate numerical
pattern is globally convergent.

In conclusion, in the process of constructing the cli-
matic numerical pattern, if the discrete-space approx-
imation is not appropriate discrete or if the discrete-
time approximation is not appropriate discrete, then
the climatic numerical pattern is not appropriate dis-
crete and the numerical solution is also not globally
convergent. Only if H → R̃n and R̃n → Rn are both
appropriate discrete algorithms, the climatic numeri-
cal pattern is globally convergent.

6. Conclusions and new problems

Although meteorologists have done a lot of very
important work, we still have no accepted, good nu-
merical pattern for short-term or mid-term climate
prediction (Chou, 2002). Maybe one of the reasons
is that we do not attach enough importance to the
essential characters of different atmospheric phenom-
ena and, for a given numerical pattern, we hardly pre-
analyze the reliability of the numerical result in the-
ory. If it is possible, we should try to develop differ-
ent mathematical models and construct different glob-
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ally convergent numerical patterns for different pre-
dictions. For each prediction we need to try to do the
following two things. The first is to analyze the global
asymptotic characteristics of both the mathematical
models and numerical pattern. According to the ideas
in this paper, using the existing theories and meth-
ods of mathematics, we should first try to analyze the
global asymptotic characteristics of the mathematical
models and then begin to construct the globally con-
vergent numerical pattern. In present-day mathemat-
ical theories, there are many good results and meth-
ods regarding the global behavior of partial differen-
tial equations. Applying them may help us to select
the numerical methods with clearer aims, and it also
may help us to numerically reflect the essential char-
acters of the original problems. The second is, for a
given numerical pattern, we need to estimate the max-
imum effective computational time and analyze the re-
liability of the numerical results. Because different nu-
merical patterns with a given computational precision
have different effective time scales (Li et al., 2000a), we
should try to insure that the numerical results can re-
ally approximate the real problem under investigation.
Before prediction, we need to consider the influence
of the rounding error and truncation error together,
i.e., we need evaluate the error DH[Pr(n), A] in the-
ory. If DH[Pr(n), A] increases after some computing
time, the numerical result is no longer reliable, and
we need some correction to ensure that DH[Pr(n), A]
is small, i.e., we need to always try to keep the global
convergence of the numerical pattern during the whole
computing procedure.

In conclusion, developing a globally convergent nu-
merical pattern is the appropriate scientific method to
improve the veracity of prediction. In this paper, by
using mathematical methods and cell mapping the-
ory, we study the global asymptotic properties of the
numerical pattern of the large-scale atmospheric equa-
tions. Then, we put forward the definitions of global
convergence and appropriate discrete algorithm of the
numerical pattern and three determinant theorems re-
garding the global convergence of the numerical pat-
tern. They provide the theoretical basis for construct-
ing a globally convergent numerical pattern.

However, the authors think that only seeking the
appropriate discrete method for both the space and
time variables is not the whole problem. By Li et al.
(2000b), because of the limitation of computer preci-
sion, there exists an optimal step-size h to numerically
solve the initial value problem of a nonlinear ordinary
differential equation. Among h, the order of the nu-
merical method, and the amount of computer memory

r, there exists a common relation which is indepen-
dent on the type of the equation, initial value, and
method itself. That in fact means, since the whole
error is the co-impact of the rounding error and trun-
cation error, it is optimal when the two errors are in
correspondence. And, with definite computer preci-
sion, minimizing the time step-size beyond the limi-
tation will not decrease the whole error. In the same
way, for partial differential equations (1)–(5), the er-
ror DH[Pr(n), A] between the solution Pr(n) of the
numerical model and the real solution A is the super-
imposition of the errors of the discretization of both
space and time. It is optimal when the two errors are
in correspondence. With some definite computer pre-
cision, there should exist an optimal n. And there also
exists a common relationship among the computer pre-
cision r (i.e., r denotes the maximum length of ratio-
nal real numbers that the computer can rearly store.)
time step-size h, and space resolution ratio n; and only
if the relationship is satisfied, the climatic numerical
model derived by appropriate discretizations of both
the space and the time variables is appropriate dis-
crete. Otherwise, when r → ∞, n ⇁ ∞, the solution
of the numerical model may not be globally conver-
gent. The work on this aspect needs further develop-
ment and we think that it will be a new domain worth
exploring.
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