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ABSTRACT

With the aid of a global barotropic model, the role of the interaction of the synoptic-scale disturbance
and the planetary flow in block onset is examined by a 4-dimensional variational approach. A cost function
is defined to measure the squared errors of the forecasted stream functions during block onset period
(day 4 and day 5 in this study) over a selected blocking domain. The sensitivity of block onset with
respect to the initial synoptic-scale disturbance is studied by examining the gradient of the defined cost
function with respect to the initial (during the first 24 hours) vorticity forcing, which is evaluated by
the adjoint integration. Furthermore, the calculated cost function and gradient are connected with the
limited-memory quasi-Newton optimization algorithm for solving the optimal initial vorticity forcing for
block onset. For two studied cases of block onset (northern Atlantic and northern Pacific) introducing
the optimal initial vorticity forcing, the nonlinear barotropic advection process mostly reconstructs these
blocking onset processes. The results show that the formation of blocking can be correctly described
by a barotropic nonlinear advection process, in which the wave- (synoptic-scale) flow (planetary-scale)
interaction plays a very important role. On an appropriate planetary-scale flow, a certain synoptic-scale
disturbance can cause the blocking onset by the interaction between the synoptic scale perturbations and
the planetary scale basic flows. The extended forecasts show that the introduction of the optimal initial
vorticity forcing can predict the blocking process up to the 7th or 8th day in this simple model case. The
experimental results in this study show that the 4-dimensional variational approach has a good potential
to be applied to study the dynamics of the medium-range weather processes. This simple model case
study is only an initial trial. Applying the framework in this study to a complex model will further our
understanding of the mechanism of the atmospheric/oceanic processes and improve their prediction.
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1. Introduction

Blocking is a persistent anomaly of the large-scale
circulation of the atmosphere at middle and high lat-
itudes (Rex, 1950; Dole and Gordon, 1983). The dy-
namics of the anomaly circulation have been a hot
topic of considerable scientific interest since, during
blocking, the local weather often exhibits extremes.
There are many theories that try to understand the
mechanism of blocking: multiple flow equilibrium
(Charney and DeVore, 1979), instability (Frederik-
sen, 1982), resonance mode (Tung and Lindzen, 1979)
and low-frequency oscillation (Nakamura and Wallace,
1990), etc. It is well known (Berggren et al., 1949;
Namias, 1964; Sanders and Gyakum, 1980; Reinhold

and Pierrehumbert, 1982; Shutts, 1983; Tibaldi and
Buzzi, 1983; Colucci, 1985; Colucci and Alberta, 1996)
that the interaction of synoptic-planetary scales is an
important mechanism of the atmospheric blocking.

Efforts (Colucci, 1985, 1987; Dole, 1989; Tsou and
Smith, 1990; Lupo and Smith, 1995; Colucci and Al-
berta, 1996) have been made to find out the relation-
ship between atmospheric blocking and antecedent,
upstream cyclone activities for improving the fore-
cast of blocking events. Colucci and Alberta (1996),
from statistics on a great number of cases, investi-
gated the preconditioning characteristics of planetary
waves. They found that if a lower tropospheric ex-
plosive cyclogenesis occurs over a region in which the
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50 KPa geostrophic u, v and their anomalies u′ and
satisfy v′ > 0, u′ < 0 and v/u > 0.5, then the likeli-
hood of block onset exceeds the climatological expec-
tion within 5 days and 60◦ of the explosive cyclogen-
esis. Identifying fast growth modes as the precursor
of blocking anomalies has been the other aspect of the
efforts (Frederiksen, 1989; Frederiksen and Bell, 1990;
Frederiksen, 1998).

Since optimal control theory was introduced into
atmospheric numerical analysis (Le Dimet and Tala-
grand, 1989), the adjoint of a numerical model has
been used to calculate the sensitivity of a model as-
pect. Zou et al. (1993) applied the adjoint sensitivity
formalism of Cacuci (1981a, b) into a two-layer isen-
tropic model to examine the sensitivity of a blocking
index to the initial vorticity sources. This technique
was expanded to examine the sensitivity of the effi-
cacy of modal and non-modal perturbations in caus-
ing block onset (Pondeca et al., 1998). Others (Li et
al., 1999) used the derived sensitivity information by
adjoint equations to approximate the initial vorticity
forcing to study block onset.

This study applies a 4-dimensional variational ap-
proach to calculate the optimal initial vorticity forc-
ing for block onset and examines the impact of the
derived optimal initial vorticity forcing on blocking
simulation and forecast. After a brief description of
a global barotropic spectral model and its adjoint in
section 2, the relative data and methodology are pre-
sented in section 3. The results including the calcu-
lated sensitivity distribution using the adjoint equa-
tion and the derived optimal initial vorticity forcing by
the optimization procedure which combines the non-
linear model, the adjoint and a quasi-Newton mini-
mization algorithm are exhibited in section 4. Section
5 examines the impact of the derived optimal initial
vorticity forcing on blocking simulation and forecast.
Conclusions and discussions are given in section 6.

2. A global barotropic spectral model and its
adjoint

2.1 A global barotropic spectral (GBS) model

The fundamental basis of a barotropic model is the
barotropic vorticity advection equation. Certain mod-
ifications (introduction of the Cressman parameter
and the real terrain, for instance) can improve its sin-
gle level and nondivergency limits. Based on the equa-
tion of conservation of potential vorticity (Haltiner and
Williams, 1980) with the consideration of the terrain
effect, a modified barotropic vorticity equation can be

written as
∂

∂t
(∇2 − λ2)ψ + J(ψ,∇2ψ) + β

∂ψ

∂x
+ J(ψ, h′) = fc

(1)
where ψ is the geostrophic streamfunction, β is the
change rate of the Coriolis parameter with latitude, J
is the Jacobian operator, h′ = (f0/H0)hterrain repre-
sents the effect of topography, hterrain and fc repre-
sents the vorticity forcing. Here

λ2 =
f2

gH0

is the Cressman parameter, f the planetary vorticity,
and H0 the average atmospheric “equivalent depth”.

When Eq. (1) is expanded on a mesh system over
the global domain, the barotropic model can be writ-
ten in a matrix form as

∂ψ

∂t
= F (ψ,f c) (2)

where F (ψ,f c) is a matrix notation of all contribu-
tions for the time tendency in Eq. (1). In this study,
time integration is only for spectral coefficients in
which a rhomboidal 21 truncation is applied for the
transformation between spectral coefficients and grid
values. (For a gridpoint model, solving the Helmholtz
equation is involved for each updating time step of the
streamfunction ψ). f c is the vorticity forcing vector.
The Gaussian grid includes 54 (lat)×64 (long) grid-
points. Like most numerical models, except that a
forward time integration is used for the first time step
(stepsize=30 min), a leap-frog time integration scheme
is used to forward the model. An Asselin time filter
(Asselin, 1972)

ψ1 =
1
2
εψt−1 + (1− ε) +

1
2
εψt+1 (3)

is applied for damping spurious computational modes,
where ε is the Asselin filter coefficient.

2.2 The tangent linear model (TLM ) and ad-
joint of the GBS model

For coding the adjoint of the GBS model, first, we
differentiate all nonlinear terms in Eq. (1) to develop
TLM. If we restrict the control parameters to be ini-
tial conditions of the streamfunction and the vorticity
forcing, the TLM that governs the evolution of a per-
turbed state along the trajectory of the basic state can
be written as

∂

∂t
(∇2 − λ2)δψ + J(δψ,∇2ψ) + J(ψ,∇2δψ)

+ β
∂δψ

∂x
+ J(δψ, h′) = δfc , (4)

or in matrix form as
∂δψ

∂t
= F ′

ψ(ψ,f c)δψ + F ′
f c

(ψ,f c)δf c , (5)
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where δ(·) represents the perturbation and (·) repre-
sents the basic state. F ′

ψ(ψ,f c) and F ′
f c

(ψ,f c) are
respectively the first derivatives of F (ψ,f c) with re-
spect to ψ and f c. Then we differentiate all nonlin-
ear terms in the GBS model to code the TLM Eq.(5).
Next, through the “adjoint of finite difference” ap-
proach (Sirkes and Tziperman, 1997), we code adjoints
by transposing all DO loops and subroutines in the
TLM. If L = Ln . . . L2L1 represents the propagator of
the TLM such as δψt = Ln . . . L2L1δψ0, then a trans-
posed version L∗ = L∗,1L∗,2 . . . L∗,n represents its ad-
joint. When we performed an inner product check such
as 〈Lδψ,Lδψ〉 = 〈δψ, L∗Lδψ〉, it agreed to 15 decimal
places in 64-bit arithmetic when the model was run at
rhomboidal 21 truncation with a leap-frog time inte-
gration for 120 hours with a 30-minute time step.

3. Data and methodology

3.1 Two blocking cases

The streamfunctions in this study are derived us-
ing the 50 kPa u and v extracted from ECMWF (Eu-
ropean Centre for Medium-Range Weather Forecasts)
re-analysis data. Case 1 chosen in this study for block
onset is a blocking process that occurred during the
end of December 1990 and the beginning of 1991. Fig-
ure 1 presents the daily evolution of streamfunctions
on 50 kPa isohypses starting from 0000 UTC 28 De-
cember 1990. At the end of December 1990, over the
east of the North Pacific a high ridge was maintained
and over the west of the ridge was a low trough. On
30 December the ridge strengthened and developed to
the north. On 31 December an “Ω” pattern block-
ing onset over the high-latitude regions in the North
Pacific, which centered over eastern Siberia and the
Bering Strait, covering a region south to the Aleutian
Islands and north to the Chukchi Sea. This blocking
reached its mature phase on 1 January 1991 and the
“Ω” pattern was maintained until 3 January. On 4
January the blocking high degraded to a high ridge
and gradually weakened further.

Case 2 chosen for this study is a “dipole” pattern
blocking process over the eastern North Atlantic and
the west coast of Europe that occurred during early
November 1980. As shown in Fig. 2, at the begin-
ning of November 1980, a high ridge developed over
western Europe, and over both its downstream and
upstream areas, central Europe and the central North
Atlantic, were two troughs. With the development of
these troughs and ridge, a dipole blocking onset on 5
November 1980 and was maintained until 7 November.
Afterward, the cut-off low and blocking high slightly
weakened but were maintained by 9 November. After

10 November, the blocking structure further weakened
and degraded to a trough and ridge.

3.2 The cost function measuring the forecast
errors over a local domain

Many investigations have shown that blocking pro-
cesses have the initial vorticity forcing as preconditions
(Shutts, 1983; Colucci and Alberta, 1996; Frederik-
sen, 1998). The real application of these theoretical
or empirical postulates is difficult due to the short-
age of quantitive accuracy for the location and the
amplitude of the vorticity forcing. In order to solve
for the precondition of the blocking process, we in-
versely retrieve the optimal vorticity forcing using a
4-dimensional variational approach. The cost function
is defined as a sum of squared forecasting errors of the
streamfunctions during the block onset period over a
local domain which is occupied by the blocking. Then
the cost function can be expressed as

J(f c) =
1
2

tR∑
t=tr

(ψf,D − ψa,D)T(ψf,D − ψa,D) , (6)

where ψf,D and ψa,D represent respectively the mod-
eled and analyzed streamfunction vectors over the lo-
cal blocking domain, D, as shown by the shaded re-
gions in Fig. 3 in which panel (a) represents Case 1
and panel (b) represents Case 2. (tr, tR) is the time
window over which the cost function is defined. In this
study, the verification time window is set as the last 48
hours of the 5-d forecasts. For example, for Case 1 and
Case 2, the cost function represents the sum of squared
forecast errors of the streamfunctions from hour 72 to
hour 120 starting from 0000 UTC 28 December 1990
and 0000 UTC 1 November 1980, respectively, over
domain D. The root mean squares (RMS) of the fore-
cast errors of streamfunctions during the 48-h period
are shown in Fig. 3 by thick lines. The time means
of the ECMWF re-analysis streamfunctions from 0000
UTC 31 December 1990 to 0000 UTC 2 January 1991
(panel a), from 0000 UTC 4 November 1980 to 0000
UTC 6 November 1980 (panel b), are also plotted in
Fig. 3 by thin lines for reference.

f c in Eq. (6) represents a stationary vorticity forc-
ing vector during some initial period (initial 24 hours
in this study). Minimizing J(f c) of Eq. (6) by ad-
justing the initial vorticity forcing vector f c gives us
a strong constraint experiment, i.e. under the con-
straint of the barotropic vorticity advection Eq. (1), we
vary the initial vorticity forcing to force the modeled
streamfunctions over the local blocking domain close
to the re-analysis streamfunctions as much as possible.
Through the process we try to understand the impor-
tance of the initial vorticity forcing in the formation
of blocking processes.
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Fig. 1. Daily evolution of the stream function from 0000 UTC 28 December 1990 to 0000 UTC 6 January 1991
over the domain of 0◦–90◦N, 120◦–270◦E. The contours are in increments of 107 m2 s−1.



250 INITIAL VORTICITY FORCING FOR BLOCK ONSET VOL. 22

0 0

90N 90N

60W 60E

60W 60E

60W 60E

60W 60E

60W 60E

Fig. 2. Same as Fig. 1, except from 0000 UTC 1 November 1980 to 0000 UTC 10 November 1980 over the domain
of 0◦–90◦N, 60◦W–60◦E.
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Fig. 3. Distributions of the time mean of forecast er-
rors (thick line) from hour 72 to hour 120 with the ini-
tial conditions at (a) 0000 UTC 28 December 1990 and
(b) 0000 UTC 1 November 1980 over the Northern Hemi-
sphere. Distributions of the time mean of the analysis
streamfunctions (thin line) (a) from 0000 UTC 31 Decem-
ber 1990 to 0000 UTC 2 January 1991 and (b) from 0000
UTC 4 to 0000 UTC 6 November 1980 are plotted as the
background. The contours are in increments of 106 m2 s−1

(thick lines) and 107 m2 s−1 (thin lines). The shaded re-
gion marked by the symbol “D” is the selected domain on
which the cost function is defined for block onset.

3.3 Calculation of the gradient of the cost func-
tion

The goal of this study is to find an optimal ini-
tial vorticity forcing vector fopt, c which minimizes the
cost function defined by Eq. (6). An adjoint integra-

tion backward in time evaluates the gradient of the
cost function with respect to the initial vorticity forc-
ing (∇f c

J). This process can be symbolically written
as  −∂

ˆδf c

∂t
−

(
∂F (ψ,f c)

∂f c

)T

ˆδf c = ψf,D − ψa,D

∇f c
J =

∫ t0
tR

ˆδf cdt

(7)

where ˆδf c is the adjoint variable related to the initial
vorticity forcing vector f c. As an application of the
chain rule, the adjoint integration efficiently evaluates
the gradient of the cost function with respect to con-
trol variables although the tangent linear approxima-
tion may not validly describe the evolution of a small
perturbation (Zhang et al., 2001) for a long forecast
leading time. Therefore, we can use the adjoint model
to evaluate the gradient of J in Eq. (6) defined by fore-
casts out of 5 days with respect to the initial vorticity
forcing (f c).

A gradient test is necessary to guarantee that the
gradient that calculated from the adjoint integration
is correct. From the first order approximation of the
Taylor expansion of the cost function, one defines a
ratio to measure the consistency between the linear
increment along the gradient direction of J and a per-
turbed J (Navon et al., 1992) as

Φ(α) =
J(f c + αe)− J(f c)

αeT∇f c
J

= 1 +O(α) (8)

where α is a small scalar governing the magnitude
of perturbations and e is a unit vector such as e =
−∇f c

J ‖ ∇f c
J ‖−1 ×10−9. Equation (8) shows that

when α is small, for a correct gradient ∇f c
J,Φ(α) goes

to 1 as α is small but not a machine zero. We choose
the period from 0000 UTC 31 December 1990 to 0000
UTC 2 January 1991 as the blocking onset phase and
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Fig. 4. Change of log[Φ(α)−1] with logα for the gradient
test.



252 INITIAL VORTICITY FORCING FOR BLOCK ONSET VOL. 22

use 0000 UTC 28 December 1990 as the initial condi-
tion to carry out the gradient test as Eq. (8) to form
Fig. 4, which presents the curve of the logarithm of
Φ(α) − 1 with respect to logα. The figure shows that
the adjoint integration correctly calculates the gradi-
ent of J(f c) with respect to the initial vorticity forcing
vector f c since a linear increment of J along the de-
rived gradient direction always sufficiently represents
the perturbed cost function by αe as α = 10−14−10−1.

Now that the gradient of J(f c) is available, in
section 4.2 we will employ a limited memory quasi-
Newton algorithm (Liu and Nocedal, 1989) to mini-
mize J(f c) with respect to f c so as to solve for the
optimal initial vorticity forcing.

4. Numerical results

4.1 The sensitivity distribution of blocking
with respect to the initial vorticity forcing

Using the analysis streamfunctions at 0000 UTC
28 December 1990 (Case 1) and 0000 UTC 1 Novem-
ber 1980 (Case 2) from the ECMWF re-analysis data
as initial conditions, the nonlinear GBS model is first
integrated up to 5 days without the vorticity forcing
to calculate the J by Eq. (6) using the last 48-h (from
hour 72 to hour 120) forecasted sreamfunctions. Then
the adjoint model is integrated backward in time by
collecting the first derivatives of J with respect to the
modeled streamfunction in this 48-hour time window
as input. While the time of the integration goes back
to the initial time, the adjoint variable ˆδf c represents
the gradient of J with respect to the initial vorticity
forcing, f c, by Eq. (7). If the adjoint variable of ˆδf c

is accumulated over the initial 24 hours, distributions
of the calculated gradient tell us where and how much
it is sensitive to the blocking onset if a stationary vor-
ticity forcing is put into the model during the initial
24 hours.

Figure 5a and 5b display the sensitivity distribu-
tions of the blocking onset in Case 1 and Case 2 respec-
tively with respect to the initial 24-h vorticity forcing.
The time means of the analysis streamfunctions over
the 48 hours are plotted as the references for both
cases. Both panels show that the negative sensitivity
is located over the south and the west of the block-
ing while positive sensitivity is always located over the
blocking region itself and east of the blocking region.
Since these sensitivity distributions are derived as the
initial vorticity forcing is zero, the positive/negative
sensitivity always means a negative/positive vortic-
ity forcing is needed over the corresponding regions.
Therefore, these negative/positive sensitivity distribu-
tions reflect the positive/negative vorticity demand for
the blocking onset. This kind of initial vorticity forcing

representing a synoptic scale disturbance can generate
and transport the positive/negative vorticity to trig-
ger and maintain the block. From Fig. 5, it is observed
that for the “Ω” pattern blocking case (panel a) the
strength of positive/negative sensitivity is almost even
while for the “dipole” pattern blocking case (panel b)
the strength of positive sensitivity is much less than
that of negative sensitivity. This means that to form
the “dipole” blocking, the development of a trough to
the southwest of the blocking is much more important
than the strengthening of the ridge itself.

(a)
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Fig. 5. Same as Fig. 3, except for the gradient (thick
line) of the cost function with respect to the initial vor-
ticity forcing. The contours are in increments of 1022 m 4.
The time mean analysis streamfunctions (thin line) in the
corresponding time window are plotted as background by
contours in increments of 107 m2 s−1 for each case.
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4.2 Minimization of the cost function

The sensitivity distributions shown in section 4.1
provide the possible locations of the initial vorticity
forcing to form blocking. However, due to the con-
straint of the barotropic vorticity advection over the
global domain, only using the sensitivity distribution
at f c = 0 is not sufficient to derive the distribution of
the initial vorticity forcing. In this section, an itera-
tive optimization procedure using the limited-memory
quasi-Newton method (Liu and Nocedal, 1989) is em-
ployed to solve for the optimal initial vorticity forcing
for each case.

In the minimization procedure, each iteration in-
cludes a nonlinear GBS model run (evaluating J), an
adjoint model run (evaluating ∇f c

J) and an optimiza-
tion search process. Starting from f c = 0, (iteration
0), the decreases of the cost function (J , thick-solid
line) and the norm of the gradient (‖ ∇f c

J ‖, solid
line) and RMSE (dashed line) over the 48-h time win-
dow with the iteration number are displayed in Fig. 6
for Case 1 (panel a) and Case 2 (panel b). In about
10 to 12 iterations, for both cases the cost functions
decr-
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Fig. 6. Changes of the cost function (line A, thick line),
the norm of the gradient of the cost function with respect
to the initial vorticity forcing (line B, thin line) and the
root mean square error (RMSE) (line C, dotted line) with
iteration number in the minimization using the stream-
functions at (a) 0000 UTC 28 December 1990 and (b) 0000
UTC 1 November 1980 as initial conditions.

ease by 95%, and the norm of the gradient is reduced
by two orders and the RMSE is reduced by one order.
Then, due to the constraint of the global vorticity ad-
vection, the norm of the gradient and RMSE stay at
the same order level (they decrease very little as the
iteration proceeds).

4.3 Optimal initial vorticity forcings

The optimal initial vorticity forcing solved from the
optimization iterative procedure described in section

(a)

(b)
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Fig. 7. Same as Fig. 3, except for the optimal initial vor-
ticity forcing (thick line). The contours are in increments
of 105 s−2 and the shading represents areas with values
greater than 2× 105 s−2. The initial streamfunctions at
(a) 0000 UTC 28 December 1990 and (b) 0000 UTC 1
November 1980 are plotted by contours in increments
of 107 m2 s−1 as background.
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4.2 is shown in Fig. 7. Panel a and panel b respec-
tively display the distributions of the optimal initial
vorticity forcing fopt,c for Case 1 and Case 2. The
initial streamfunctions (0000 UTC 28 December 1990
for Case 1 and 0000 UTC 1 November 1980 for Case 2)
are plotted as the background in both panels. Com-
paring Fig. 7 with Fig. 5, we find that the distribu-
tions of the positive/negative fopt, c (Fig. 7) are over-
all similar to the sensitivity distributions (Fig. 5) with
opposite phases. This is consistent with the analy-
ses in section 4.1, i.e., again the gradient (sensitivity)
‖ ∇f c

J ‖ shown in Fig. 5 is evaluated as f c = 0. This
phenomenon suggests that if an appropriate scalar is
chosen, to some accuracy, the opposite phase of the
gradient may serve as an approximation of the vortic-
ity forcing.

In the dynamics of barotropic vorticity advec-
tion, the derived initial vorticity forcing serves
as a synoptic-scale disturbance on the planetary
trough/ridge motions. Figure 7 indicates that for both
cases the negative (anticyclonic vortex) initial vorticity
forcing is distributed over the blocking high region and
the positive (cyclonic vortex) initial vorticity forcing is
distributed along the upstream low troughs. Over the
downstream low troughs in both cases, the central re-
gions are the positive (cyclonic vortex) initial vorticity
forcing. Those cyclonic/anticyclonic vorticity sources
favor the development of the anticyclonic vortex over
the blocking high and the cyclonic vortex at its up-
stream/downstream side. However, for the dipole pat-
tern blocking (Case 2), a big cyclonic vorticity forc-
ing center distributes over the cut-off low center and
its southeast region (the trough bottom) while for the
“Ω” block pattern (Case 1) at the trough bottom is
weak anticyclonic vorticity forcing. This is consistent
with the requirement of a stronger cyclonic vorticity
advection to form a cut-off low center over the south
of the blocking high for this blocking pattern.

In addition, it seems that the location of the great-
est positive vorticity forcing center for Case 1 falls in
the region described by Colucci and Alberta (1996)
(panel a in Fig. 7), i.e., v′ > 0, u′ < 0, and v/u > 0.5.
For both cases, a few large vorticity forcing centers
are located over the tropics/subtropics. Since the de-
rived vorticity forcing includes all factors that the dy-
namics of the barotropic vorticity advection fails to
describe, such as baroclinic disturbance, vertical ad-
vection, etc., physically interpreting the derived vor-
ticity forcing centers requires further study, including
the use of more complex models.

In the next section, we will show that using these
derived vorticity forcings as the initial 24-h synoptic-
scale perturbations on the initial streamfunction fields
(0000 UTC 28 December 1990 for Case 1 and 0000

UTC 1 November 1980 for Case 2), the barotropic non-
linear advection process can reconstruct the onset of
these blocking processes.

5. Impact of the optimal initial vorticity forc-
ing on blocking simulation and forecasts

5.1 Reconstruction of the blocking onset proc-
esses

Using the derived optimal initial vorticity forcing
(thick lines) shown in Fig. 7, we run the barotropic
model again (the initial conditions are the same as be-
fore) and make 10-day forecasts for both cases (the
forecasts with/without the optimal initial vorticity
forcing are called the optimal/control forecasts, here-
after). The first 5-day control (left column) and opti-
mal (right column) forecasts for Case 1 and Case 2 are
exhibited in Fig. 8 and Fig. 9, respectively. Compar-
ing these forecasts with the corresponding analyses in
Fig. 1 (Case 1) and Fig. 2 (Case 2), it is observed that
for both cases the introduction of the optimal initial
vorticity forcing mostly reconstructs the process of the
block onset while the control forecasts entirely lose the
capability to describe the strengthening ridge which
develops into a blocking high (for both cases), and/or
a deepening trough which develops into a cut-off low
center at the right phase (for Case 2).

The reconstruction of the block onset above using
the derived initial vorticity forcing tells us that the
formation of blocking can be mostly described by a
barotropic nonlinear advection process. In the pro-
cess, the wave- (synoptic-scale) flow (planetary-scale)
interaction plays a very important role. On a favorite
planetary-scale flow, a certain synoptic-scale distur-
bance can cause the block onset by the interaction of
the synoptic-planetary scales.

5.2 Improvement of blocking forecasts

In order to examine the impact of the optimal ini-
tial vorticity forcing on the forecast of the blocking
events by the barotropic model, both control and op-
timal forecasts are extended up to 10 days. Figure 10
presents the daily evolution of Case 1 (left panels) and
Case 2 (right panels) forecasts from day 6 to day 10.
From the figure, it is observed that for Case 1 with the
optimal initial vorticity forcing, the phase of the fore-
casted blocking high (high ridge) over the Bering Sea
is traceable for 10 days although the phase is lagged
to the analysis from day 6 on, and the trough over
the west of North America is greatly exaggerated. For
Case 2, although the trough of optimal forecasts over
the northern Atlantic is exaggerated, the blocking high
over the western North Atlantic is traceable up to 8
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Fig. 8. Daily sequences of the streamfunctions of control forecasts (without the initial vorticity forcing) (left)
and optimal forecasts (with the optimal initial vorticity forcing) (right) using the analysis streamfunction at 0000
UTC 28 December 1990 as initial conditions, from day 1 to day 5, over the domain of 0◦–90◦N, 120◦–270◦E. The
contours are in increments of 107 m2 s−1. The shading represents areas with values greater than −4× 107 m2 s−1.
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Fig. 9. Same as Fig. 8, except using the analysis at 0000 UTC 1 November 1980 as initial conditions, over the
domain of 0◦–90◦N, 60◦W–60◦E. The shading represents areas with values greater than −2× 107 m2 s−1.
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Fig. 10. Same as Fig. 8, except the optimal forecasts are from day 6 to day 10 using the analysis streamfunctions
at 0000 UTC 28 December 1990 over the domain of 0◦–90◦N, 120◦–270◦E (left) and 0000 UTC 1 November 1980
over the domain of 0◦–90◦N, 60◦W–60oE (right) as initial conditions. The shading represents areas with values
greater than −4× 107 m2 s−1 (left) and −2× 107 m2 s−1 (right).
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days. Of course, the control forecasts do not have
any traceable ridge or trough during the whole pe-
riod. These results show that although the barotropic
vorticity advection dynamics is only an approximate
description (probably leading order), rather than a
complete picture of the complex blocking mechanism
(baroclinic processes, for instance), the optimal vor-
ticity forcings derived from a 4D variational approach
have a certain capability to improve forecasts. The
optimization process in the 4D variational approach
accounts for all unresolved processes by the simplified
dynamics as the vorticity forcing term, so as to sim-
plify the complexity, to some degree. Once the optimal
vorticity forcings for blocking onset/development are
derived, the forced barotropic vorticity model is able
to extend the valid forecasts.

6. Summary and discussions

With the aid of a global barotropic model, the role
of the interaction of synoptic-scale disturbances and
planetary flows in block onset is examined by a 4D
variational approach in this study. A cost function
is defined to measure the squared errors of the fore-
casted streamfunctions during the block onset period
over a selected blocking domain. The sensitivity of
the block onset with respect to the initial synoptic-
scale disturbance is studied by examining the gradient
of the defined cost function with respect to the ini-
tial (the first 24 hours, in this study) vorticity forcing,
which is evaluated by the adjoint integration. The dis-
tribution of the sensitivity superposed on the initial
streamfunction tells us the possible need of the synop-
tic disturbance over a appropriate planetary flow for
the block onset. Furthermore, connecting the evalu-
ation of the defined cost function and the gradients
with the limited-memory quasi-Newton optimization
algorithm (Liu and Nocedal, 1989) the optimal initial
vorticity forcing for the block onset is solved by an
iterative minimization procedure.

For two studied cases, the introduction of the
optimal initial vorticity forcing into the nonlinear
barotropic vorticity advection process mostly recon-
structs the process of the block onset. This phe-
nomenon tells us that although the onset and develop-
ment of blocks is a rather complex process with many
factors involved, the nonlinear barotropic vorticity ad-
vection process can be treated as the leading order
approximation. In the process, the (synoptic-scale)
wave-flow (planetary-scale) interaction plays a very
important role. On an appropriate planetary-scale
flow, a certain synoptic-scale disturbance can cause
the block onset by the interaction of the synoptic-
planetary scales. The extended forecasts up to 10 days

show that the introduction of the optimal initial vortic-
ity forcings derived from the 4D variational approach
can extend the valid forecasts 2 to 3 days in this simple
model study case.

The experimental results in this study show that
the 4D variational approach has a good potential to
be applied to study the dynamics of medium-range
weather processes. However, under the framework of
the barotropic vorticity advection, the derived vortic-
ity forcing blends all factors that the dynamics of the
barotropic vorticity advection leaves unresolved. It is
very difficult to connect the derived forcing distribu-
tion with the real atmospheric forcing distribution due
to the model bias. This simple model case is only an
initial trial. Applying the framework in this study to
a complex model will further our understanding of the
mechanism of the atmospheric/oceanic processes and
improve their forecasting.

In addition, it is worth mentioning that the derived
results through this 4D variational approach may have
some dependency on the definition of the cost func-
tion (Frederiksen, 2000). This study only uses a sum
of squared forecasting errors of the streamfunctions as
a distance measurement of the model simulation and
“observations”. In the future, a thorugh examination
of the dependency of the derived optimal vorticity forc-
ing on the definition of the cost function needs to be
done for further application of this approach.
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