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ABSTRACT

In order to obtain an accurate tide description in the China Seas, the 2-dimensional nonlinear
numerical Princeton Ocean Model (POM) is employed to incorporate in situ tidal measurements both
from tide gauges and TOPEX/POSEIDON (T/P) derived datasets by means of the variational adjoint
approach in such a way that unknown internal model parameters, bottom topography, friction coefficients
and open boundary conditions, for example, are adjusted during the process. The numerical model is used
as a forward model. After the along-track T/P data are processed, two classical methods, i.e. harmonic
and response analysis, are implemented to estimate the tide from such datasets with a domain covering
the model area extending from 0◦ to 41◦N in latitude and from 99◦E to 142◦E in longitude. And the
results of these two methods are compared and interpreted. The numerical simulation is performed for
16 major constituents. In the data assimilation experiments, three types of unknown parameters (water
depth, bottom friction and tidal open boundary conditions in the model equations) are chosen as control
variables. Among the various types of data assimilation experiments, the calibration of water depth brings
the most promising results. By comparing the results with selected tide gauge data, the average absolute
errors are decreased from 7.9 cm to 6.8 cm for amplitude and from 13.0◦ to 9.0◦ for phase with respect to
the semidiurnal tide M2 constituent, which is the largest tidal constituent in the model area. After the data
assimilation experiment is performed, the comparison between model results and tide gauge observation
for water levels shows that the RMS errors decrease by 9 cm for a total of 14 stations, mostly selected
along the coast of Mainland China, when a one-month period is considered, and the correlation coefficients
improve for most tidal stations among these stations.
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1. Introduction

The hydrodynamic equations which govern the
tidal elevations of the sea surface require extensive
knowledge of the bottom topography underlying the
continental shelf sea, in the China Seas for example.
Still, for a decade, it has been more or less accepted
that improved modeling of bathymetry and bottom
friction by itself is insufficient to obtain more accurate
solutions of the tides in such marginal seas. Also, the

open boundary conditions cannot be given accurately
as needed for such semi-enclosed and coastal seas. Di-
rect observations of tidal elevations are needed to con-
strain the tide solutions and certain internal model
parameters which may be adjusted during the process.
One of the most powerful methods accomplishing such
tasks is the variational adjoint approach which brings,
in an extremely efficient way, the model into align-
ment with the observations. A good description of the
method has been given by Le Dimet and Talagrand
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(1986). In the prior literature, examples for simplified
geometries and synthetic observations are given. Ben-
nett and MacIntosh (1982) published an application
to a real world problem. A later work was published
by Mouthaan et al. (1994), who performed an opti-
mization using ERS-1 altimeter data to estimate the
uncertain parameters in the nonlinear 2-D North Sea
model, including open boundaries, bottom topogra-
phy and friction coefficients. Zhu et al. (1997) dis-
cussed the optimal estimation of the open boundaries
for a tidal model and gave a twin experiment. Han
et al. (2000) assimilated the TOPEX/POSEIDON
(T/P) derived along-track M2 solution into the hydro-
dynamical model of Newfoundland. Han et al. (2001)
and Han (2001) used the tide gauges and datasets from
T/P to optimally control the open boundaries in the
tidal model of the East China Sea. And there have
been many other papers related to the issue of adjoint
approach applications, for instance, Das and Lardner
(1991, 1992), Lardner (1993), and Heemink and Met-
zelaar (1995), just to mention a few.

In this paper, the adjoint of the original model—
the external mode equations of the Princeton Ocean
Model (POM), namely the two-dimensional nonlinear
shallow water equations, is developed, which directly
yields discrete adjoint equations from finite difference
discrete equations of the original model, to combine
both the tide gauge data and T/P altimeter data with
the model. During the optimization procedure, the un-
certain parameters in the model, including both bot-
tom topography and friction coefficients along with the
open boundary conditions, are tuned to improve the
simulated tide results.

The paper is organized as follows. The altimeter
data processing is discussed in section 2, and two tidal
analysis results are compared, namely, from harmonic
analysis and response analysis. In section 3, the proce-
dure of establishing the adjoint model of the external
mode of POM is given. Data assimilation experiments
combining both tide gauges and altimeter data are per-
formed in section 4. Section 5 gives a discussion of the
assimilation results and conclusions.

2. Tidal analysis

2.1 Altimeter data processing

The altimeter data used to compute the ocean tide,
in a domain covering the model area extending from 0◦
to 41◦N in latitude and from 99◦E to 142◦E in longi-
tude, are the one-per-second altimeter measurements
and corresponding corrections provided by the T/P
Geophysical Data Records (GDR). The selected data
are from both the TOPEX and POSEIDON altime-
ters and cover about ten years of the nominal mission
which includes cycles 11–364. The first ten cycles were
omitted because of altimeter mispointing problems (Fu

et al., 1994) which resulted in poor data quality. The
data processing procedure follows the steps mentioned
in the paper of Liu et al. (2002). The corrected data
referring to the mean sea surface are interpolated to
the reference ground track in order to obtain the time
series of the tidal sea surface heights at precisely the
same geographical points along the track. The ref-
erence ground track is formed by searching through
all the selected cycles for maximal valid observation
points.

2.2 Solution method

Two methods have been implemented to estimate
the ocean tide from along-track T/P data. The first
method is the so-called response method. Munk and
Cartwright (1966) represented the sea surface tidal
elevation series as a limited number of constituents
by assuming that the oceanic response to the tide-
generating potential varies smoothly with frequency.
This response method is a robust tidal analysis method
which makes use of the inherent smoothness of the ad-
mittance function, whereas the traditional harmonic
analysis approach (Doodson, 1921) does not. Groves
and Reynolds (1975) extended the above idea by intro-
ducing a special set of orthogonal tidal functions they
referred to as orthotides which overcame the weakness
of non-uniques solutions to Munk and Cartwright’s
convolution representation. The tides in the study
area are estimated by using the above method. In
such an orthotide approach, the tides are expressed in
the form:

η0(t) = Re

{
3∑

n=2

n∑
m=0

K∑
k=−K

[wnm(k)c∗nm(t− k∆t)]

}

=
3∑

n=2

n∑
m=0

K∑
k=−K

[unm(k)anm(t− k∆t)+

vnm(k)bnm(t− k∆t)] , (1)

where anm and bnm are the real and imaginary parts of
the time-dependent coefficients of the tide-generating
potential, i.e., cnm = anm + ibnm, and unm, vnm are
the corresponding weight functions particular to the
location, i.e., wnm = unm + ivnm. K is a small inte-
ger and taken to be unity in practice as suggested by
Cartwright (1968). The time increment ∆t is chosen
to be 48 h.

Equation (1) is equivalent to fitting the correspond-
ing admittance, as follows by Fourier transforms of
weight functions w:

Z(w) = X(w) + iY (w)

=
K∑

k=−K

[u(k) + iv(k)] exp(−iwk∆t) , (2)

where species m and degree n are implicit.
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After Groves and Reynolds (1975) replaced the
non-orthogonal time functions anm(t) and bnm(t) in
Eq. (1) by a sequence of orthogonal functions derived
from them, the observation equation can be written
as:

η0(t) =
2∑

m=0

lm∑
l=0

[UmlPml(t) + VmlQml(t)] + C , (3)

where n in Eq. (1) is dropped because it is limited to
2. l0 = 0 and l1 = l2 = 2. l0 = 0 means that we as-
signed a constant admittance for the long period tides
in which annual (Sa) and semi-annual (Ssa) tides are
included. Uml and Vml are the unknown parameters,
related to the semidiurnal and diurnal band tides, to
be solved for, and the unknown constant C in Eq. (3)
is added to express the offset in η0 due to mean sea sur-
face error, non-tidal sea surface dynamic topography,
and geographically correlated orbit error.

The explicit expressions of the orthotide functions
Pml(t) and Qml(t), in terms of am(t) and bm(t), can
be found in Matsumoto et al. (1995).

The second method used in this paper to estimate
the tides is the harmonic analysis approach. This
method employs a least squares fit to the major tidal
constituents. The ocean tide η(x, t), at location x and
time t, is generally expressed in terms of an amplitude
Ak(x) and Greenwich phase lag Gk(x) with total N
tidal components to be solved for:

η(x, t) =
N∑

k=1

Ak(x) cos[ωkt + Vk −G(x)] , (4)

where ωk is the angular frequency of a tidal com-
ponent. Vk is astronomical phase originating from
the tide-generating potential. Argument numbers like
d1, d2, d3, d4, d5 and d6 were introduced by Dood-
son (1921) to define the frequency and astronomical
phase angle of each of the tidal components using the
six principal astronomical arguments:

ωkt + Vk =d1τ + (d2 − 5)s + (d3 − 5)h+

(d4 − 5)p + (d5 − 5)N ′ + (d6 − 5)p′ , (5)
where τ, s, h, p,N ′, and p′ are the mean lunar time,
mean longitude of the moon, that of the sun, lunar
perigee, lunar node, and solar perigee, respectively.

The harmonic analysis approach makes no assump-
tions about tidal admittances being smooth. When
tidal-aliased frequencies are well separated, the solu-
tion for each constituent is largely independent of the
others. Harmonic analysis also has advantages over
shelf regions where shallow water tides are important
due to nonlinear effects which cannot be resolved by
using the response method based on a linear assump-
tion.

The response analysis version is created to es-
timate 16 orthoweights and one constant at each
point: 6 for each of the semidiurnal and diurnal
bands and 2 for each of the long period constituents

(Sa and Ssa). The potential amplitudes of the
constituents used are from Cartwright and Edden
(1973). Twenty tidal constituents are derived directly
from the orthoweights by Fourier transforms, viz.,
M2, S2, N2, K2, ν2, µ2, L2, T2, 2N2, K1, O1, P1, Q1,
M1, J1, OO1, ρ1, π1, Ssa, and Sa.

The harmonic analysis version is created by a least
squares fit to the T/P data to estimate 24 tidal con-
stituents in which 4 shallow water tide components are
included besides the 20 constituents mentioned above,
viz., Mf, Mm, M4, and MS.

Table 1 lists the alias and Rayleigh periods for the
24 constituents which shows that the selected tides can
be resolved within the T/P mission lifetime of more
than 10 years because no aliasing occurs among the
frequencies of these tides to be estimated.

2.3 Comparison of harmonic and response so-
lutions

In this section, the response solution is compared
with the harmonic solution in the region (0◦–41◦N,
99◦–142◦E) we are interested in. Obviously, the har-
monic method is robust in the shallow water regions,
where the nonlinear interactions of the tides with
coastal topography is notable so as to result in shallow
water constituents, with some having relatively large
amplitudes, because it offers the advantage of being
able to derive the harmonic constants of the shallow
water constituents. In contrast, the response method
does not. In Table 2, therefore, the results of the com-
parisons are given which include 8 main tidal lines,
viz., M2, S2, N2, K2, K1, O1, P1, and Q1, where the
regions with water depth shallower than 200 m are
excluded. The root mean square (RMS) errors σ of
these tidal lines are calculated according to the follow-
ing equation:

σ =

{
1
M

M∑
i=1

[(Hi cos gi −H ′
i cos g′i)

2+

(Hi sin gi −H ′
i sin g′i)

2]

} 1
2

(6)

where M is the number of analysis points for compar-
ison; and Hi and gi (H ′

i and g′i) are the amplitude and
phase lag of analyzing tidal constituents from T/P al-
timeter data by using the harmonic method (response
method).

As can be seen in Table 2, the differences between
the harmonic and response solutions have an RMS on
the order of less than 0.8 cm for most of the con-
stituents. Exceptions are the K2 and P1 tides for
which the differences are found to have an RMS of 1.5
cm or so. Hence, it may be concluded that the har-
monic and response solutions are consistent to within
0.8 cm so that both methods give nearly the same re-
sults in the model area, at least for the main tidal
lines.
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Table 1. Tidal alias periods (on the diagonal) and Rayleigh periods (off the diagonal) in days for along-track T/P

M2 S2 N2 K2 ν2 µ2 L2 T2 2N2 K1 O1 P1 Q1 M1 J1 OO1

M2 62 1084 245 220 1303 30 31 273 35 97 173 206 594 39 69 58

S2 ¨ 59 316 183 592 31 32 365 37 89 206 173 384 40 74 61

N2 ¨ ¨ 50 116 206 34 35 2331 41 69 594 112 173 46 97 76

K2 ¨ ¨ ¨ 87 264 27 27 122 30 173 97 3353 349 33 53 46

N2 ¨ ¨ ¨ ¨ 65 30 30 226 34 105 153 245 1091 37 66 55

M2 ¨ ¨ ¨ ¨ ¨ 20 1303 34 206 23 37 26 29 140 53 63

L2 ¨ ¨ ¨ ¨ ¨ ¨ 21 35 245 23 38 27 29 156 56 67

T2 ¨ ¨ ¨ ¨ ¨ ¨ ¨ 51 41 71 473 117 187 45 93 73

2N2 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ 23 26 44 30 33 434 72 91

K1 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ 173 62 183 116 28 40 36

O1 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ 46 94 134 50 116 87

P1 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ 89 316 32 52 45

Q1 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ 69 36 62 53

M1 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ 24 87 116

J1 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ 33 344

OO1 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ 30

ρ1 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨

π1 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨

Ssa ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨

Sa ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨

Mf ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨

Mm ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨

M4 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨

MS ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨

The comparison results for the tide gauge fit
of the T/P solutions for four main tidal lines
(M2, S2, K1, O1) are listed in Table 3. It can be
seen that both methods give nearly the same results
for both absolute difference values and RMS compar-
isons. The average absolute difference values of within
2.6 cm for amplitude and 6◦ for phase lag are quite
acceptable.

3. Hydrodynamical model and its adjoint
model

3.1 Hydrodynamical model

The external mode equations of the Princeton
Ocean Model (POM) (Mellor, 1998), namely the two-
dimensional nonlinear shallow equations, are used:

∂η

∂t
+

∂UD

∂x
+

∂V D

∂y
= 0 , (7)

∂UD

∂t
+

∂U2D

∂x
+

∂UV D

∂y
− fV D + gD

∂η

∂x
+

CbU
√

U2 + V 2 =
ρaCdWx

√
W 2

x + W 2
y

ρw
+

∂

∂x

(
H2AM

∂U

∂x

)
+

∂

∂y

[
HAM

(
∂U

∂y
+

∂V

∂x

)]
, (8)

∂V D

∂t
+

∂UV D

∂x
+

∂V 2D

∂y
+ fUD + gD

∂η

∂y
+

CbV
√

U2 + V 2 =
ρaCdWy

√
W 2

x + W 2
y

ρw
+

∂

∂y

(
H2AM

∂V

∂y

)
+

∂

∂x

[
HAM

(
∂U

∂y
+

∂V

∂x

)]
, (9)

where x, y are the conventional cartesian coordinates,
and t the time; D ≡ H+η, where H(x, y) is the bottom
topography and η(x, y, t) the surface elevation; U and
V are the vertically averaged velocity components; g
is gravitational acceleration; f the Coriolis frequency;
Cb the coefficient of bottom friction; ρa and ρw the air
and sea water densities; cd the wind drag coefficient;
and AM the horizontal eddy viscosity.

In this research, tide-generating potential is in-
cluded considering that the model area of interest is
large enough. The bathymetry employed in the simu-
lations, based on ETOPO5, are built by using a hori-
zontal resolution of 15′. The model grid spacing is
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data with a repeat period of 9.9156 days.

ρ1 π1 Ssa Sa Mf Mm M4 MS

153 473 94 75 87 50 62 66

134 329 87 70 94 52 66 62

94 161 68 57 134 62 83 52

503 410 165 114 62 40 48 94

173 743 101 79 81 48 59 69

25 28 23 22 46 77 59 21

26 29 23 22 48 82 62 21

98 173 70 59 127 60 80 53

29 33 26 24 60 124 82 23

264 122 3353 329 46 33 38 206

81 127 61 52 173 69 97 48

592 365 173 117 61 40 48 97

206 2330 112 86 76 46 56 74

31 36 27 25 69 173 101 24

48 60 40 36 349 173 594 34

42 51 36 33 173 349 819 31

105 226 245 147 55 37 44 116

¨ 71 117 89 73 45 55 77

¨ ¨ 183 365 45 32 37 220

¨ ¨ ¨ 365 40 30 34 551

¨ ¨ ¨ ¨ 36 116 220 37

¨ ¨ ¨ ¨ ¨ 28 245 28

¨ ¨ ¨ ¨ ¨ ¨ 31 32

¨ ¨ ¨ ¨ ¨ ¨ ¨ 1084

varied from 1/6◦ increasing to 1/2◦ which produces
a moderate number of computational points in the
model domain in order to reduce the computation
time, especially during the iteration of finding an
optimal solution for the adjoint approach. The
bathymetry values provided by ETOPO5 in the shal-
low regions, such as the Pohai (Bohai) Sea for in-
stance, are found to be highly suspect. Therefore,
the bathymetry of these regions are modified by lo-
cal, available nautical charts in order to obtain a more
realistic coast line. The minimum depth allowed in the
bathymetry is 2 m.

The finite difference scheme for the numerical dis-
cretization can be found in the users guide for the
POM model of Mellor (1998).

3.2 Adjoint model

The cost function is defined as follows:

J(s) =
1
2
wη

M∑
m=1

N∑
k=N1

∑
i,j

Ci,j,mηi,j,k − ηobs,m,k

2

+

1
2
ws(s− sb)2 , (10)

where s is the control parameter vector which can be
chosen as coefficients of bottom friction, grid water
depth, or open boundary conditions; M the total num-
ber of observation points; [N1, N ] the time window for

Table 2. RMS differences (cm) between harmonic and response solutions.

Tide M2 S2 N2 K2 K1 O1 P1 Q1

cosine 0.27 0.42 0.41 1.25 0.38 0.29 0.91 0.52

sine 0.26 0.37 0.40 1.01 0.36 0.28 0.96 0.55

Total 0.37 0.56 0.57 1.60 0.53 0.40 1.32 0.75

assimilation; ηobs the water level observation corre-
sponding to the simulated water level value of η;wη

and ws the weights given to the observational discrep-
ancies and background values of control variables; and
the subscripts (i, j) and superscript k denote the hor-
izontal grid points and time step respectively.

The adjoint model is used to calculate the gradi-
ent of the cost function (10). It is developed based
on a discrete numerical model, viz. the finite differ-
ence forms of Eqs. (7)–(9). The reader can refer to
Han (2001) for the detailed procedure of deriving the
discrete adjoint model. Note that in the experiments
described in the following section, the second term in
Eq. (10), which provides background information of
the control variables, is ignored, because it has less
importance in the adjoint data assimilation method
used here compared with those background-dependent
methods such as three-dimensional variational analysis

(3D-VAR).

4. Assimilation experiment

4.1 Model setup and dataset

Model forcing was introduced by im-
posing tidal elevation at the open bound-
aries. Here, the numerical simulation is per-
formed for 16 major constituents including
M2, S2, N2, K2, 2N2, µ2, ν2, L2, T2, K1, O1, P1, Q1,
M1, OO1, and J1. We believe that the tidal water
level can be represented, within a permissible error,
by making use of these constituents in the periods
during which meteorological conditions have very lit-
tle effect. The model is run for a period of 15 days for
each constituent. After this time, the transient effects
due to the initialization of the model from rest vanish.

Meteorological forcing is not taken into account in
this research.
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Table 3. Harmonic and response solutions fit with 20 tide gauges.

Station Name Lat (◦N) Log (◦E) ∆HM2 (cm) ∆gM2 (◦) ∆HS2 (cm)

HAR RES HAR RES HAR RES

SUAO 24.58 121.87 0.95 1.16 −21.12 −21.13 −0.13 0.49

OFUNTAO 39.02 141.75 2.95 2.93 0.32 0.39 1.69 1.74

NAHA 26.22 127.67 −0.01 0.62 1.75 1.89 0.96 0.16

NAZE 28.38 129.50 0.20 0.10 2.05 1.96 0.85 1.10

NISHINO 30.73 130.99 4.98 5.07 20.81 21.01 2.41 2.28

MERA 34.92 139.83 1.05 1.77 1.71 2.29 2.81 2.97

KUSHIMO 33.47 135.78 −1.86 −1.95 2.38 2.32 0.58 0.54

KUSHIRO 42.97 144.38 −0.53 −0.47 0.88 1.06 1.18 1.04

HAKODAT 41.78 140.73 −8.22 −8.21 5.80 6.52 −3.55 −4.33

ISHIGAK 24.33 124.15 −2.52 −2.77 1.01 1.01 0.55 0.39

BITUNG 1.44 125.19 2.64 2.84 5.08 5.09 −0.33 −0.34

CHENKUN 23.09 121.38 6.05 5.45 2.43 2.91 0.93 0.67

CHICHIJ 27.08 142.18 −2.07 −2.12 −2.22 −2.51 −1.32 −1.27

ABURATS 31.57 131.42 −1.00 −0.91 −0.41 −0.21 −0.27 −0.40

OFUNATO 39.07 141.72 2.93 2.91 0.27 0.34 1.69 1.74

CHICHIJI 27.10 142.18 −2.39 −2.40 −1.51 −1.72 −1.48 −1.44

GUAM 13.43 144.65 −0.24 −0.81 1.35 0.21 −0.76 0.17

SAIPAN 15.23 145.74 −1.61 −1.48 10.29 10.61 −1.73 −1.82

MALAKAL 7.33 134.46 −0.73 −0.85 12.21 12.16 −0.98 −0.65

YAP 9.52 138.13 −4.88 −4.75 2.36 2.37 −4.50 −4.11

Average 2.39 2.48 4.80 4.89 1.43 1.38

σ (cm) 7.08 7.11 2.89 2.99

Note: Phase lag is with respect to 120◦E. The amplitude difference ∆H is in centimeters and the phase lag difference

∆g is in degrees. HAR represents the harmonic solution and RES the response solution.

A time step is set based on the Courant-Friedrichs-
Levy (CFL) computational stability condition. At
t = 0, the initial values of U = V = η = 0 are spec-
ified at all points. The open boundary elevation for
each constituent is prescribed as

η =
M∑

m=1

Hm cos(ωmt− gm) , (11)

where Hm, gm and ωm are the amplitude, phase lag
and frequency of the constituents respectively.

Note that in the experiments described below, the
above formula is converted into the following format:

η =
M∑

m=1

[am cos(ωmt) + bm sin(ωmt)] , (12)

where am, bm (m = 1, . . . ,M) are the amplitudes of
the different Fourier modes, which will be estimated
as control variables illustrated in formula (10).

In the following data assimilation experiments, the
harmonic constants both from the tide gauges and T/P
solution in the regions with water depth deeper than

200 m are used as the observed data to calibrate the
model results. Because both the harmonic and re-
sponse methods give nearly the same analysis results,
only the harmonic solutions are used in the assimila-
tion procedure in the following data assimilation ex-
periments. Figure 1 shows the location of the 83 se-
lected tide gauge stations and ground tracks of T/P so-
lutions in the model area. Note that not all harmonic
constants are available for these tidal stations. When
a harmonic constant is available, it will be brought
into the model during the data assimilation procedure
for the corresponding constituent. The T/P dataset is
formed by choosing one T/P point with the least anal-
ysis error in each model grid corresponding to water
elevation. The weight wη in Eq. (10) for the T/P solu-
tion is assigned according to the analysis errors with a
maximum value of 0.8, which enables us to obtain more
realistic solutions. A similar method is also applied to
the tide gauge data, but a factor of 1.0 is assigned
which means that we treat these observations as 100%
accurate, because published tidal constants from tide
gauges are not usually accompanied by corresponding
estimation errors.
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∆gS2(◦) ∆HK1 (cm) ∆gK1(◦) ∆HO1 (cm) ∆gO1(◦)

HAR RES HAR RES HAR RES HAR RES HAR RES

−11.82 −12.62 −0.34 −0.40 8.46 8.02 2.33 2.31 3.41 3.76

−2.56 −0.96 3.34 3.62 0.10 1.92 1.54 1.73 3.80 3.13

2.34 2.23 3.43 2.84 −3.64 −4.06 1.36 1.24 0.51 2.08

3.42 3.13 1.00 1.24 2.32 2.18 1.71 1.60 2.48 3.22

16.16 17.99 2.93 2.97 3.32 2.05 2.95 3.30 12.88 14.12

0.36 3.41 3.10 2.00 −2.77 −1.29 3.59 2.92 3.59 4.13

2.51 2.57 −0.40 −0.16 2.22 1.02 2.04 1.67 6.95 6.23

1.66 2.48 2.73 3.05 2.27 2.57 2.83 2.60 −5.41 −5.44

8.2 8.52 −8.91 −8.62 9.97 12.03 −7.01 −6.23 20.33 22.45

0.58 2.01 3.44 2.73 1.97 3.74 1.99 2.29 −0.17 0.53

6.61 5.82 5.53 5.80 0.90 1.53 2.34 2.36 −3.85 −4.66

2.84 1.54 3.00 3.08 −19.58 −20.85 0.67 0.70 −19.26 −20.5

−2.60 −4.29 0.66 0.69 −5.35 −4.76 0.71 0.41 −0.08 1.22

−5.68 −3.85 2.65 2.69 −4.65 −5.92 2.74 3.09 3.86 5.10

−2.64 −1.04 3.35 3.63 0.02 1.84 1.53 1.72 3.73 3.06

−3.56 −5.28 0.64 0.60 −4.45 −3.91 1.00 0.63 0.54 1.93

−11.33 −4.11 3.19 2.43 6.13 3.38 1.54 0.32 −1.93 −2.22

0.95 1.90 1.76 1.36 1.07 0.08 1.41 1.05 0.24 1.51

11.11 11.42 0.87 1.20 4.49 6.13 1.40 1.41 11.16 11.21

4.16 4.40 0.19 0.27 1.96 1.80 −0.15 −0.68 −1.82 −1.22

5.05 4.98 2.57 2.47 4.28 4.45 2.04 1.91 5.30 5.89

3.73 3.69 3.19 3.15
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Fig. 1 Location of selected tide gauge stations (circles) and ground track points of T/P (plus sign) in the 
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Fig. 2 15 blocks are used for bottom frictions estimation in the model. 

 

Fig. 1. Location of selected tide gauge stations (circles)
and T/P ground track points (plus signs) in the China
Seas.

4.2 Data assimilation experiments and results

4.2.1 Harmonic constituent calibration for model simu-
lation results

Three types of unknown parameters, viz., water
depth, bottom friction and tidal open boundary con-

ditions, are chosen as control variables. According to
different ways of combining these three types of control
variables and block-set schemes (Fig. 2) for the bottom
friction corrections, 11 data assimilation experiments
are performed in this paper. In these experiments, wa-
ter depths are corrected according to depth contours
in which 10 sections are considered (Table 4). Because
the given bottom topography is inaccurate in shallow
waters, most sections are given in these regions. In
these experiments, both tide gauge data and T/P so-
lution data are used to calibrate these unknown pa-
rameters. Table 4 summarizes the experiment setups.

Note that the results of the experiments given here
are just for the M2 constituent. Before the data as-
similation experiments are performed, the initial value
of the cost function is 15040. After the data are assim-
ilated into the model, the values of the cost function
for the experiments are listed in Table 5. It should
be pointed out that the model is set to 10 iterations
during the optimization iteration procedure because,
after 10 iterations, the assimilation result represents a
satisfactory improvement over the initial guess. Also,
after 10 iterations, not only is the reduction of the
cost function slowed down but the assimilation results
show no significant improvement but noise. The re-
sults listed in Table 5 are the best statistics for each
kind of data assimilation experiment after many test
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Fig. 2. Fifteen blocks are used for bottom frictions esti-
mation in the model.
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Fig. 3 Computed M2 tidal chart using data assimilation of tide gages and altimetric data. Dotted and 
solid lines denote the coamplitudes in centimeters with 10cm contour interval and the cophase with 30
°contour interval, respectively. Cophase is referred to 120°E. 
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Fig. 3. Computed M2 tidal chart using data assimilation
of tide gauges and altimetric data. Dotted and solid lines
denote the coamplitudes in centimeters with a 10-cm con-
tour interval and the cophase with a 30◦ a contour interval,
respectively. The cophase is with respect to 120◦E.

cases were performed by manually adjusting the ini-
tial guesses of control parameters. It can be seen from
Table 5 that the calibration of water depth brings the
most promising results. Hence we adopt this kind of
data assimilation scheme to perform the following dis-
cussion.

By comparing with tide gauge data in the study
area, the average absolute errors of the model results
are decreased from 7.9 cm to 6.8 cm for amplitude and
from 13.0◦ to 9.0◦ for phase with respect to the M2

tide.
Figure 3 presents the data assimilation results of

experiment H for M2 when T/P solutions along with

the tide gauge data are assimilated into the model.
In general, the coamplitudes are in agreement with
the earlier studies. The semidiurnal tides in the
Yellow/East China Sea display four prominent am-
phidromes, as can be seen in the figure. However the
amphidromes in the Bay of Pohai are not as well devel-
oped in the model, probably because the topography
in the Bay of Pohai is not well specified even though
modified by the adjoint approach. Further effort is
needed to strengthen this aspect of study by analyz-
ing closely the nautical charts to acquire a more rea-
sonable correction scheme for water depths. Another
reason may be the fact that the model grids are not fine
enough to represent such a feature in this region. The
figure shows that the tides in the Yellow/East China
Sea are primarily affected by the passage of the co-
oscillating tides from the Pacific penetrating through
the Ryu Kyu Island chain. In the South China Sea,
overall, our results are consistent with those from read-
ily available literature (Fang, 1986; Fang et al., 1999).
Upon comparison with the earlier studies, there is close
agreement in the deep basin region of the model do-
main. In the coastal and gulf areas, there is more or
less disagreement.

4.2.2 Comparison between model results and tide gauge
observations for water levels

As stated above, we would compute water levels
approximatively by considering 16 major constituents
simulated respectively by the model when optimal es-
timated parameters are used. Again, the results of
experiment H are used to compute the water levels at
14 tide gauge stations (station names are listed in Ta-
ble 6). The time period spans about one month, from
1st March to 1st April 1996. It was found that no
significant meteorological forcing occurred during this
period. The values of the statistics (standard devia-
tion and correlation coefficients) and the water levels
observed and computed before and after assimilation
are presented in Fig. 4 and Fig. 5 respectively. In or-
der to show them clearly, the results for just five days
(from 27th March to 1st April 1996) are given in Fig.
5.

It can be seen clearly from Fig. 4 that the perfor-
mance of the model can be enhanced by correcting
the water depth. The RMS error decreased by 9 cm
for a total of 14 stations. For most of the stations,
the RMS errors from the data assimilation experiment
are smaller than those from the model simulation, and
the correlation coefficients are greater. The greatest
improvements, with the RMS error decreased by 42%
(from 74.2 cm to 43.3 cm) and the correlation coeffi-
cient increased by 13% (from 0.84 to 0.95), are present
at Lianyungang. The data assimilation model gave a
little worse result at the two tidal stations of Hong
Kong and Kanmen. The RMS errors increased by 1%
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Table 4. Summary of experiment setups.

Experiment Control variables Description

B Bottom frictions Block set as shown in Fig. 2.

H Water depths 10 sections are divided for water depth: <3 m, 3–5 m, 5–10 m, 10–20 m,

20–50 m, 50–100 m, 100–200 m, 200–500 m, 500–1500 m, and >1500 m.

Note that in each block shown in Fig. 2 such sections are set.

OPEN Open boundary conditions Amplitudes of the different Fourier modes on the boundary points are

estimated.

H n Water depths 10 sections are divided for water depth in the whole model region.

B-H Bottom frictions and water depths Block set as experiment B for bottom frictions, and water depths are

divided as experiment H n

B-H n Bottom frictions, and water depths Block set as experiment B for bottom frictions, and water depths are

divided as experiment H n.

B-H-OPEN Bottom frictions, water depths Block set as experiment B for bottom frictions, and water depths are

and open boundary conditions divided as experiment H n

B-H-OPEN n Bottom frictions, water depths Block set as experiment B for bottom frictions, and water depths are

and open boundary conditions divided as experiment H n.

B-OPEN Bottom frictions and open Block set as experiment B for bottom frictions.

boundary conditions

H-OPEN Water depths and open Water depths are divided as experiment H.

boundary conditions

H-OPEN n Water depths and open Water depths are divided as experiment H n.

boundary conditions

Table 5. Values of the cost function for data assimilation
experiments.

Experiment Cost function value Percent

after assimilation improvement (%)

B 11550 23.2

H 8124 46.0

OPEN 13109 12.8

H n 12080 19.7

B-H 9499 36.8

B-H n 10050 33.2

B-H-OPEN 11470 23.7

B-H-OPEN n 11470 23.7

B-OPEN 11480 23.6

H-OPEN 11940 20.6

H-OPEN n 11850 21.2

for Hong Kong and 7% for Kanmen, and the corre-
lation coefficients decreased by 0.3% for Hong Kong
and 0.4% for Kanmen. However, it can be seen from
Fig. 4 that the maximum correlation coefficient is 0.98
at Kanmen given by the data assimilation experiment.
And at Hongkong, the correlation coefficient (0.80) is
not the minimum. The two RMS errors are not yet
the maximum. The reason for such an increase of the
RMS errors may be the result of oscillation during the
minimization procedure for finding the optimal solu-
tion of the adjoint approach. Such oscillation is due
to the inherent errors of the observations which are

Figure captions 

Fig. 4 RMS errors (a) and correlation coefficients (b) between observed water levels and results from 

model simulation and data assimilation experiments. The number of x-coordinate represents the gauge 

stations listed in table 6. DA indicates data assimilation results and MS the model simulations. 
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Fig. 4 RMS errors (a) and correlation coefficients (b) between observed water levels and results from 
model simulation and data assimilation experiments. The number of x-coordinate represents the gauge 
stations listed in table 6. DA indicates data assimilation results and MS the model simulations. 
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Fig. 4 RMS errors (a) and correlation coefficients (b) between observed water levels and results from 
model simulation and data assimilation experiments. The number of x-coordinate represents the gauge 
stations listed in table 6. DA indicates data assimilation results and MS the model simulations. 
 

Tide gauge station number 

Fig. 4. (a) RMS errors and (b) correlation coefficients be-
tween observed water levels and results from model simu-
lation and data assimilation experiments. The tide gauge
station number corresponds to that in Table 6. DA indi-
cates data assimilation results and MS the model simula-
tions.

not properly prescribed in the definition of the cost
function.
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Fig. 5 Water levels from model simulations(dashed line) and data assimilation results(solid line) 

compared to observations (diamond) for 5-day period (from 27th March to 1st April, 1996) for those 

gauge stations listed in table 6. 

 

 

Fig. 5. Water levels from model simulations (dashed line) and data assimilation results (solid line)
compared to observations (diamond) for the 5-day period (27 March–1 April 1996) for these gauge
stations listed in Table 6.
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Table 6. List of tide gauge stations.

Location Location
No Station name No Station name

Lat Lon Lat Lon

1 Hong Kong 22◦18′N 114◦13′E 8 Zhapo 21◦35′N 111◦50′E

2 Kaohsiung 22◦37′N 120◦18′E 9 Beihai 21◦29′N 109◦05′E

3 Keelung 25◦09′N 121◦45′E 10 Dongfang 19◦06′N 108◦37′E

4 Xiamen 24◦27′N 118◦04′E 11 Haikou 20◦01′N 110◦17′E

5 Laohutan 38◦52′N 121◦41′E 12 Lianyungang 34◦45′N 119◦25′E

6 Kanmen 28◦05′N 121◦17′E 13 Shanwei 22◦45′N 115◦21′E

7 Lusi 32◦08′N 121◦37′E 14 Shijiusuo 35◦23′N 119◦33′E

From Fig. 5, we can see that the curves of the time
series for water levels obtained from the observation
and model simulation and data assimilation experi-
ment have the same pattern as a whole, although 16
major constituents are considered in the model. Be-
cause they just show very short periods (5 days), the
water levels given by the data assimilation experiment
may be worse than those from the model simulations
when compared with observations. For the total (ap-
proximately) one-month period, most tidal stations
give promising results after the data assimilation ex-
periment (Fig. 4).

5. Discussions and summary

In this paper, T/P altimeter data were analyzed
to obtain harmonic constants of main tidal lines, and
such analysis solutions along with those of tide gauges
were used for calibration of a nonlinear tidal model of
the China Seas which was established based on the ex-
ternal mode equations of the Princeton Ocean Model.
In this procedure, the adjoint method was employed to
establish the adjoint model corresponding to the dis-
cretized forward dynamical model. This adjoint data
assimilation enhances the model’s performance. Fur-
thermore, at the same time, the model can be used to
interpolate the T/P data so that the tidal movement
can be reconstructed in areas for which no conven-
tional data are available. The limitations of the adjoint
modeling technique are the high storage requirements
and the necessity of programming the adjoint model
of the forward model. The main conclusions can be
drawn as:

(1) In this study, both the harmonic and response
methods gave mostly similar analysis results of T/P
altimeter data with an RMS difference of 0.8 cm for
most main tidal lines. And at the same time, very
acceptable results were obtained by fitting them with
the tide gauge data, which gave an average absolute
difference of 2.6 cm for amplitude and 6◦ for phase
lag when four main tidal lines (M2, S2, K1, O1) were
considered.

(2) The adjoint model system was successfully de-
veloped and applied to calibrate depth, bottom fric-
tion and tidal open boundary conditions of the model
using the T/P solution by incorporating conventional
tide gauge data.

(3) After the data assimilation experiment was per-
formed, the comparison between model results and
tide gauge observation for water levels shows that the
RMS errors decrease by 9 cm for a total of 14 stations
when a one-month period is considered, and the cor-
relation coefficients get better for most tidal stations
among those mentioned in section 5.

Although the complex tidal dynamics in the conti-
nental shelf regions cannot be measured with altime-
ter data alone, these data have proved to be a valuable
addition to the conventional tide gauge measurements.
This is especially true in the China Seas. Much more
effort is needed to further improve the above results
in a follow-up study. The dual operation of T/P and
JASON-1 provides an excellent opportunity. Clearly,
if this effort is successful, these results will benefit peo-
ple in coastal areas where accurate water level infor-
mation is virtually absent.
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