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ABSTRACT

A model for studying the heat and mass exchange between the atmosphere and a water body is developed,
in which the phase change process of water freezing in winter and melting in summer and the function of the
convective mixing process are taken into consideration. The model uses enthalpy rather than temperature
as the predictive variable. It helps to set up governing equations more concisely, to deal with the phase
change process more easily, and make the numerical scheme simpler. The model is verified by observed data
from Lake Kinneret for a non-frozen lake in summer time, and Lake Lower Two Medicine for a frozen lake in
winter time. Reasonably good agreements between the model simulations and observed data indicate that
the model can serve as a component for a water body in a land surface model. In order to more efficiently
apply the scheme in a climate system model, a sensitivity study of various division schemes with less layers
in the vertical direction in the water body is conducted. The results of the study show that the division
with around 10 vertical layers could produce a prediction accuracy that is comparable to the fine division
with around 40 layers.
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1. Introduction

Inland water bodies such as lakes and reservoirs oc-
cupy small percentage of the world continent but are
important part of the continental land surface. Evapo-
ration is a primary path for water loss from these bod-
ies and can modify the properties of air masses passing
over them. Compared with land surfaces covered by
vegetation, bare soil etc., water bodies have quite dif-
ferent properties of albedo, heat capacity, transport
of turbulent fluxes to the atmosphere, and so on, and
they play an important role in the climate system, par-
ticularly at local and regional scales. However, con-
sidering the very coarse grid sizes used in previous
global general circulation models (GCMs), the sizes
of many inland water bodies are too small to have
been identified at such coarse resolutions. Therefore,
most second generation land surface models (LSMs),
such as BATS (Dickinson et al., 1993), SiB (Sellers et

al., 1986) and others did not take inland water bod-
ies into consideration. Recently, however, due to fast
progress in computer capabilities, which has promoted
the development of mosaic LSMs to deal with sub-grid
heterogeneity in global LSMs, reducing the grid size
in current regional climate models to around 103 km2,
inclusion of inland water bodies in LSM model has be-
come more and more important. Indeed, some recently
developed land surface models (Bonan, 1996; Oleson
et al., 2004) have acknowledged this by taking water
bodies into consideration as an important underlying
land surface.

Since the scale of water bodies concerned in cur-
rent LSMs is still more than 100 km2, sub-models for
water bodies are one dimensional, using the turbu-
lent eddy diffusion mechanism and Fourier’s Law to
treat heat transfer inside the water body. Since the
1980s and earlier, many models for inland water bod-
ies have been developed, and these provide instructive
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knowledge and useful reference for the model devel-
oped here. However, there is still room for improve-
ment. First, there are only a few models that consider
the coexistence of two phases of water and deal with
the phase change between liquid and ice (Hostetler and
Bartlein, 1990; Liston and Hall, 1995a; Fang and Ste-
fan, 1996; Stefen and Fang, 1997); most mainly de-
scribe the heat balance processes for either a liquid wa-
ter body (Henderson-Sellers, 1985; Henderson-Sellers,
1986; Zhou and Chapra, 1997; Bonan, 1996; Oleson et
al., 2004; Bell et al., 2006) or a frozen (ice/snow) water
body (Hostetler, 1991; Vavrus et al., 1996; Patrick et
al., 2002). Furthermore, they do not deal with freez-
ing and melting processes which occur very often in
high latitude or in mountainous areas, such as the Ti-
betan Plateau. Second, most of the models do not in-
clude thermal convective mixing mechanisms, except
for a few proposed by Hostetler and Bartlein (1990) in
which liquid water density in the surface layer is heav-
ier than that in the adjacent layer below. Mixing plays
an important role in regulating the surface tempera-
ture and, in turn, turbulent fluxes to the atmosphere.
Finally, almost all the models use temperature as the
predictive variable, which is not convenient for describ-
ing the system of liquid and ice coexistence with phase
change processes.

In this paper, an improved model for the wa-
ter body system is developed, which describes phase
change processes of the water body through the for-
mulation of physical-based models, accounting for the
various relevant processes occurring within, and at the
boundaries of, the liquid water, ice, snow and atmo-
spheric components of the natural system. It can,
in principle, be applied to both deep (around 50 m)
and shallow (around 10 m) water bodies. The mod-
els of liquid water, ice and snow (1) consider the phase
change processes between ice and liquid water, (2) take
the convective mixing process at the interface between
two adjacent layers of liquid water into consideration,
(3) use enthalpy rather than temperature as the pre-
dictive variable in their energy balance equations, and
(4) develop an efficient numerical scheme for the en-
thalpy equations, which can easily handle icing and
melting processes in the water body.

In section 2, basic equations governing the en-
ergy balance of the entire water body system are pre-
sented. In section 3, the efficient numerical scheme is
described. The model is verified by using observation
data from the deep lakes of Kinneret and Lower Two
Medicine in section 4, and in section 5 simplification
of the model by reducing the number of vertical layer
divisions in the water is discussed. A summary and
conclusions are presented in section 6.

2. Governing equations of energy balance

Water body energy balance is governed by solar
radiation, longwave radiation down from the atmo-
sphere and up from the water body surface, latent heat
and sensible heat flux exchanges between the water
body and atmosphere, heat conduction within the wa-
ter body, and energy absorbed/released due to phase
changes inside the water body. A water body system
can consist of liquid water, ice, and possibly snow, if
it has fallen on top of any ice cover. In order to better
handle the complicated freezing/melting processes in
the energy balance, enthalpy will be used as the pre-
dicted variable in the current model, which helps to
establish a more functional numerical scheme. Since it
is very possible for liquid water to form unstable tem-
perature stratification profiles at night, in winter, and
in spring, and that these unstable profiles cannot last
for long periods of time, the convective mixing mech-
anisms between liquid layers is applied to smooth the
temperature profile between the unstable stratification
layers.

2.1 Energy balance equations for liquid water,
ice and snow

In most currently used models for liquid water
(Hostetler and Bartlein, 1990; Fang and Stefan, 1996;
Stefen and Fang, 1997; Bonan, 1996; Oleson et al.,
2004), the one-dimensional energy balance equation is
often written as:

∂T

∂t
=− 1

A(z)
∂

∂z

{
A(z)[dm + D(z, t)]

∂T

∂z

}
+

1
A(z)

1
Cw

∂[φA(z)]
∂z

, (1a)

where T is water temperature (K), t is time (s), z is
depth from the surface (m), A(z) is the area of liq-
uid water (m2) at depth z, dm is the molecular heat
diffusivity coefficient of water (m2 s−1), D(z, t) is the
heat diffusivity coefficient of water (m2 s−1) due to
turbulent eddy mixing, and φ is the heat source term
(W m−2), such as that from solar radiation. Cw is
heat capacity of water (J m−3). Equation (1) does
not consider the phase change of liquid water as well
as the convective mixing mechanism. In order to deal
with the phase exchange influence and also to take the
mixing effect into account, for a water body with con-
stant A(z), Eq. (1) should be modified into the two
following equations:

∂T

∂t
=

∂

∂z

{
[dm + D(z, t)]

∂T

∂z

}
+
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1
Cw

∂φ

∂z
+ Lilρl

∂fice

∂t
+ Mconv , (1b)

where Lilρl∂fice/∂t is the phase change energy
released/absorbed when liquid water/ice becomes
ice/liquid and temperature is equal to freezing point
(Tf = 273.15 K); Lil is the specific fusion heat of wa-
ter (3.336 × 105 J kg−1) and fice is the mass frac-
tion of ice in the total water equivalent; ρl is the den-
sity of liquid water (1000 kg m−3); and the term of
Mconv represents convective mixing, one which only
functions when heavier liquid lays over lighter liquid,
and the reason for including this term will be explained
later. In real situations, during the freezing/melting
processes, T remains equal to Tf, and the numerical
scheme must shift to another equation to solve fice.
However, Eq. (1b) is not suitable, because, in using
this equation to numerically calculate T, T will oscil-
late around 0◦C, and it is hard to keep 0◦C stable dur-
ing the freezing/melting period. In order to avoid this,
however, enthalpy can be used. Enthalpy varies mono-
tonically during the phase-change process. Therefore,
the numerical scheme can solve the continuous phase-
change process from water/ice to ice/water smoothly,
and then use the calculated enthalpy value to deter-
mine the various values of fice. In the model developed
here, the energy balance equation for the enthalpy is
given by:

∂h

∂t
=

∂

∂z

{
[k + K(z, t)]

∂T

∂z

}
− ∂φ

∂z
+ Mconv , (2)

where h (J m−3) of the water body is the volumetric
enthalpy, defined as:

h =[(1− fice)× cl × (T − Tf)+

fice × (T − Tf)− fice × Lil]× ρl . (3a)

The nonlinear equation (Eq. (2)) associated with Eq.
(3a) can be solved more easily. In these equations, the
enthalpy of liquid water at the freezing temperature
Tf = 273.15 K is defined as zero, cl is the specific heat
of water (4188 J kg−1 K−1), cice is the specific heat
of ice (2052 J kg−1 K−1), k is molecular thermal con-
ductivity (W m−1 K−1), and K(z, t) is thermal con-
ductivity due to turbulent eddies (W m−1 K−1). For
liquid water, k = kl = dm × Cw = 0.6 W m−1 K−1,
K(z, t) = Kl = D(z, t)×Cw [K(z, t) will be estimated
in section 2.3]. Equation (2) can also apply to possible
ice or snow case except that k = kice = 2.034 W m−1

K−1 for ice and k = ksnow = f(ρsnow) for snow (ρsnow

is the snow density and assumed to be constant (2000
kg m−3) in this model. For both ice and snow, the
terms Mconv and K(z, t) = 0. φ (later uses the symbol
sn) (J m−2 s−1) is estimated by Eq. (12) based on
Bear’s Law. A water body consisting of liquid water,

ice and snow will be divided into layers for difference
scheme of Eq. (2) later, and the enthalpy for each
layer with thickness ∆z, hL, is given by:

hL =mliq × cl × (Tliq − Tf) + mice×
cice × (Tice − Tf)−mice × Lil , (3b)

or

hL =mtotal × (1− fice)× cl × (Tliq − Tf)+

mtotal × fice × cice × (Tice − Tf)−
mtotal × fice × Lil , (3c)

hL = h ·∆z , (3d)

where mliq,mice and mtotal = mice + mliq (kg) are
liquid water mass, ice mass, and total mass in the
layer, respectively; and fice is the mass fraction of ice
mice to total mass mtotal in the layer. For a layer
with a mixture of liquid water and ice, k and K(z, t)
are estimated by k = (1 − fice) × kl + fice × kice and
K = (1− fice)×Kl + fice ×Kice in this model.

Two equations [Eq. (2) and Eqs. (3b) or (3c)] for
hL contain three unknown variables (hL, T, fice). One
more condition is needed to make the system close
more robust, and the condition comes from the follow-
ing constraint:

If





hL > 0 ⇒ T > 0 and fice = 0.0

−mtotalLil <hL <0 ⇒ T =Tf and 0.0<fice <1.0

hL < −mtotalLil ⇒ T < Tf and fice = 1.0
(4)

2.2 Boundary conditions

Equations (2)–(4) are hyperbolic equations and
therefore need boundary conditions to obtain a real
solution. There are two boundary conditions: upper
surface boundary and lower boundary conditions.

The surface boundary conditions require thermal
heat flux Q at the surface:

Q = −[k + K]∂T/∂z at z = 0.0 (5)

is equal to the net incoming heat flux at the lake sur-
face (W m−2):

Q = Sn + Ln −Hs − LE + Rp (6a)

or

− [k+K]∂T/∂z=Sn+Ln−Hs−LE+Rp (6b)

where Sn is net absorbed shortwave radiation
(W m−2), Ln is net absorbed longwave radiation
(W m−2), Hs is the positive upward flux of sensible
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heat (W m−2), LE is the positive upward flux of la-
tent heat (W m−2) (L = Llv when the water body
surface is liquid or L = Liv when the lake surface is
frozen), E is the flux of evaporation (kg m−2 s−1), and
Rp is the heat flux brought by precipitation (W m−2).

Since the water body depth is more than 10 m
(depth of a deep water body is defined as more than
50 m and the depth of a shallow water body more than
10 m and lower than 50 m), the lower boundary condi-
tions often use zero heat flux conditions at the bottom
of the water body and are given by:

∂T

∂z
= 0 . (7)

2.2.1 Latent heat and sensible heat
In Eq. (6), the latent heat and sensible heat

flux between the lake surface and atmosphere is es-
timated by Monin-Obukhov theory (Businger et al.,
1971; Dyer, 1974):

H = ρacp(w′θ′) = −ρacpu∗θ∗ (8)

LE = Lρa(w′q′) = −ρau∗q∗L , (9)

where ρa is the air density (kg m−3), cp is the spe-
cific heat of dry air (J kg−1 K−1), q∗ is the humidity
scale, u∗ is the surface friction velocity (m s−1), and
θ∗ is the turbulent temperature scale (K). The magni-
tude of u∗, θ∗ and q∗ can be estimated by an iteration
procedure based on Monin-Obukhov theory.

2.2.2 Water surface energy brought by precipitation
The heat energy flux rate, Rp, brought by precipi-

tation only exists in the surface layer:

Rp=
prainCl(Tprec−Tf)+psnowCice(Tprec−Tf)−psnowLil

∆t
,

(10)

where prain and psnow indicate the rain and snow
amounts (kg) in the time interval ∆t (s), respectively;
and Tprec is the precipitation temperature (K). In this
model, the mass and energy held by the precipitation
is assumed to be completely mixed with that held by
the liquid water (or ice, or snow) in the surface layer,
and the mixture will finally have unified enthalpy and
temperature. The runoff from the mixture in the sur-
face layer is determined in this model depending on
the final temperature calculated by applying the con-
straints expressed in Eq. (4). If the temperature is
less than Tf, all the mass from the precipitation in
the current time step will become ice, adding to the
surface layer and increasing its thickness, and there
will be no runoff from the surface layer. If the tem-
perature is higher than Tf, all liquid mass produced
from the cumulative precipitation will become runoff,

flowing away form the surface layer, with the surface
layer thickness returning to its original state. If the
temperature is equal to Tf, all liquid water from the
accumulated precipitation will become runoff and all
ice from the accumulated precipitation will still stay
in the surface layer and increase its thickness. In this
model, for the sake of simplicity, snowfall is viewed as
having constant density and will pile on top of the ice
cover. In the future, a snow model developed by the
authors (Sun et al., 1999) will be implemented into
this model to overcome this weakness.

2.2.3 Net longwave radiation
Longwave radiation from air is mostly absorbed by

the water body surface. The absorbed net longwave
radiation is given by:

Ln = εL↓a − εσT 4
s (11)

where L↓a is the downward flux of radiation from air
(W m−2), Ts is the temperature of the water body sur-
face (K), σ is the Stefan-Boltzmann constant (σ =
5.67 × 10−8 W m−2 K−4), ε is the emissivity of the
water body surface (in this model, ε = 0.96 if there
is liquid water at the surface, or 0.98 if there is ice or
snow at the surface).

2.2.4 Shortwave radiation

Since there may be a turbid substance in a thin
layer of a water body below a possible snow layer which
can absorb solar radiation, it is assumed that the tur-
bid substance in the thin layer will collect the portion,
β, of total shortwave radiation S∗n absorbed by the
water body below the snow layer. The turbid layer
concentrates the solar radiation Sn = S∗n × β. Solar
radiation below the turbid layer abides by Beer’s Law
and is given by:

Sn(z) = S∗n × (1− β)× exp(−λz) (12a)

with S∗n calculated as follows:

S∗n = Sn(0)(1− α) exp(−λszsnow) , (12b)

where Sn(0) is the total solar radiation reaching the
water surface; zsnow is the snow layer thickness; α is
the abledo of the water body surface [α = 0.06 if there
is liquid water at the surface, or α ranges from 0.15
to 0.3 (Patterson and Hamblin, 1988) if there is ice
at the surface, or α ranges from 0.3 to 0.78 if there is
snow cover at the surface.] It is a critical parameter
that greatly influences the energy balance of the water
body and in turn affects its temperature distribution,
its phase change process, and its turbulent flux at the
lake surface. λ is the extinction coefficient of the water
body to shortwave radiation. In this model, λ equates
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Fig. 1. Comparison of simulated and observed temperature profiles at different times on day three.

Table 1. Statistics of temperature differences between two schemes with and without the convective mixing process.

Depth (m) 0.75 1.5 2.25 3.0 3.75 4.5 5.25 6.0 6.75 7.5 8.25 9.0 9.75

Average (K) 0.32 0.15 0.20 0.30 0.42 0.48 0.57 0.59 0.41 0.21 0.07 0.02 0.0
Maximum (K) 1.19 0.82 0.68 0.68 0.78 0.89 1.07 1.11 0.94 0.53 0.17 0.04 0.01

to λl and they range from 0.5 to 1.0 m−1 for liquid
water; λ = λice = 1.5 m−1 for ice; and λs=6.0 m−1 for
snow (Patterson and Hamblin, 1988).

2.3 Parameter determination

To simulate the turbulent thermal conductivity
by eddies in liquid water, the method proposed by
Henderson-Sellers (1985) is followed, which requires no
lake-specific fitting of parameters. For shallow water
bodies, liquid turbulent thermal conductivity is given
by:

K(z) = 0 (13a)

and for deep water bodies, it is given by:

K(z)=Cw×(kvw
∗z/Pr0)e(−k∗z)(1+37Ri2)−1 (13b)

where kv is the von Karman constant (=0.4); Pr0

is the neutral value of the turbulent Prandtl number
(1.0); k∗ is a latitude-dependent parameter of the Ek-
man profile; w∗ (m s−1) is the friction velocity at the
surface, and is estimated by the wind speed at 2 m
above the water’s surface U2 (m s−1):

w∗ = 1.2× 10−3U2 ,

k∗ is determined from

k∗ = 6.6(sin θ)1/2U−1.84
2 ,
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Fig. 2. Comparison of simulated and observed temperature profiles at different times on day 10.
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Fig. 3. Comparison of simulated and observed ice depths
at different times.

where θ is the latitude of the water body being studied
and Ri is the Richardson number, which is calculated
by:

Ri=
−1+{1+40N2k2z2/[w∗2 exp(−2k∗z)]}1/2

20
,

where N is the Brunt-Vaisala frequency, which is spec-
ified as:

N = [−g/ρ(∂ρ/∂z)]1/2

and the density of fresh water ρ (kg m−3) is given by
the formula:

ρ = (1− 1.9549× 10−5|T − 277|1.68)103 . (14)

2.4 Convective mixing scheme

Although Hostetler and Bartlein (1990) and Lis-
ton and Hall (1995a) mentioned the convective mixing
mechanism for unstable stratification of water density
distribution, most currently used lake-type water body
models do not take the mixing function into consider-
ation. In reality, it is very unstable in a water body
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when a water layer with a higher density is placed
over one with a lower density. In the theory of ab-
solute equilibrium, necessary and sufficient conditions
of a stable water body system is simply that the po-
tential energy in the system must be at a minimum.
This means that a lighter water layer must be above
a heavier water layer. The maximum water density
is at 277◦K and ρ will decrease with an increment of
|T − 277|.

There is a constant mechanism near the surface
layer of a water body that develops the unstable strat-
ification of the water density profile during the night
and during winter and spring if there is no convective
mixing mechanism introduced into the heat balance
model. Of course, this is an unrealistic scenario, and in
order to avoid this unrealistic situation, the full-depth
convective mixing scheme proposed by Hostetler and
Bartlein (1990) and Liston and Hall (1995a,b) is used
in this model. The convective mixing scheme is based
on the assumption that larger temperature instabilities
will not exist in a freshwater body for any extended
period of time. In this model, the configuration of
temperature instabilities is eliminated by iteratively
mixing the excess heat into adjacent “layers” of the
water body until the between-layer temperature dif-
ference is less than a very small specified value (set to
be zero in this model) (Hostetler and Bartlein, 1990).
The convective mixing mechanism introduced in this
model is very important, which is confirmed by a later
comparison between the results with and without the
convective mixing mechanism.

3. Numerical iteration scheme

Since Eqs. (2)–(4) are nonlinear equations, there
is no analytical solution and only a numerical solu-
tion can be obtained. An entire water body can be
delineated and divided into many layers. For both a
deep (more than 50 m) or a shallow (more than 10 m
and less than 50 m) water body, the surface layer is
the thinnest, being less than 1 m because of the large
temperature gradient and inclusion of several diurnal
change issues. The thickness of other layers increases
gradually with the depth of the layer. The first step
was to develop a fine model with a total layer number
of around 40 for a deep water body, and 20 for a shal-
low water body. In the following difference equations,
∆zj is the thickness of the layer j, and mj,total the
total water equivalent mass in layer j, which is equal
to ρl.∆zj ; and ρl is the liquid water density. mi,total

consists of mice and mliq, whose quantities depend on
the hj in the layer j.

Based on Eq. (2) and the definition (3a), the dif-

ference equation to determine hj is given by Eq. (15a):

hj(n + 1,m + 1)− hj(n) =

∆t

∆zj

{
(k+K)j+1/2[Tj+1(n+1,m)− Tj(n+1,m)]

zj+1 − zj
−

− (k + K)j−1/2[Tj(n + 1,m)− Tj−1(n + 1,m)]
zj − zj−1

}
−

∆t

∆zj

[
φj+1/2(n + 1)− φj−1/2(n + 1)

]
. (15a)

Using the definition for the enthalpy hLj = hj∆zj in
∆zj , Eq. (15a) becomes:

hLj(n + 1,m + 1)− hLj(n) =

∆t

{
(k + K)j+1/2[Tj+1(n + 1,m)− Tj(n + 1,m)]

zj+1 − zj
−

(k + K)j−1/2[Tj(n + 1,m)− Tj−1(n + 1,m)]
zj − zj−1

}
−

∆t[φj+1/2(n + 1)− φj−1/2(n + 1)] (15b)

or:

hLj(n + 1,m + 1)− hLj(n) = ∆t[Qj−1/2(n + 1,m)−
Qj+1/2(n+1,m)+φj−1/2(n+1)−φj+1/2(n+1)] , (15c)

where:



Qj−1/2(n + 1,m) = (k + K)j−1/2×

[Tj−1(n+1,m)−Tj(n+1,m)]/(zj−zj−1) ,

Qj+1/2(n + 1,m) = (k + K)j+1/2×

[Tj(n+1,m)− Tj+1(n+1,m)]/(zj+1−zj) ,

(16a)





(k + K)j−1/2 =

(k + K)j−1 × (k + K)j × (∆zj−1 + ∆zj)
(k + K)j−1 ×∆zj + (k + K)j ×∆zj−1

,

(k + K)j+1/2 =

(k + K)j+1 × (k + K)j × (∆zj+1 + ∆zj)
(k + K)j+1 ×∆zj + (k + K)j ×∆zj+1

.

(16b)
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Fig. 4. Comparison of simulated temperature profiles with different numbers of layers at different times on day
10.

Boundary conditions are given by:

Q1/2(n+1,m)=Sn(n+1)+Ln(n+1)−Hs(n+1,m)−
LlvE(n + 1,m) + Rp(n + 1) , (17a)

Qj+1/2(n + 1,m) = 0 , (17b)

where n+1 and m indicates the time step and iteration
step, respectively. The detailed iteration procedure to
obtain hLj(n+1,m+1) and then Tj(n+1,m+1) and
fice,j(n + 1,m + 1) is given in Appendix A.

4. Results and discussion

4.1 Model evaluation

In order to evaluate the performance of the model
developed here, two observed datasets of the non-
frozen lake Kinneret in Israel (32.5◦N, 35.4◦E) from
21 May 2002 to 8 June 2002, and the frozen lake
Lower Two Medicine in northern Montana, USA, from
September 1992 to June 1993 were used. The first
dataset includes atmospheric forcing data, such as air

pressure, wind speed, air temperature, relative humid-
ity, solar radiation, and downward longwave radiation
from the atmosphere, as well as the temperature pro-
file in the lake every 10 minutes. The second dataset,
including the input of forcing data and the output of
ice depth, is taken from Liston and Hall (1995a,b).

As examples, Figs. 1 and 2 show comparisons of
temperature for the ice-free lake Kinneret between ob-
served and simulated results at four typical instances
on two randomly selected days. In these figures, the
lines with ¥ represent observed data and those with N
(with convection) represent the simulated data. It can
be seen that the simulated results agree fairly well with
the observed in both trend and magnitude. Statisti-
cally, the maximum and average absolute differences
of simulated surface temperatures from the observed
during the simulation period are 2.10 K and 0.44 K,
respectively.

Figure 3 shows a comparison of total ice depth sim-
ulated by the model for the frozen lake Lower Two
Medicine with observation data for nine months from
September 1992 to June 1993. The average observed



NO. 5 SUN ET AL. 935

Table 2. Statistics of temperature differences for different
numbers of layers.

Depth Average Maximum
(m) (K) (K)

5 vs 45 layers 0.75 0.26 0.89
9.75 0.95 1.70

18.75 0.04 0.08
27.75 0.01 0.02
40 0.0 0.0

8 vs 45 layers 0.75 0.05 0.30
3.75 0.17 0.67
6.75 0.27 0.59

12.75 0.33 0.61
18.75 0.01 0.03
24.75 0.0 0.0
30 0.0 0.05
40 0.0 0.0

10 vs 45 layers 0.75 0.04 0.29
3.75 0.17 0.67
6.75 0.26 0.57
9.75 0.01 0.27

14.25 0.03 0.07
18.75 0.0 0.01
23.25 0.02 0.04
27.75 0.0 0.01
34 0.0 0.0
40 0.0 0.0

25 vs 45 layers 0.75 0.01 0.15
3.75 0.05 0.24
6.75 0.05 0.12
9.75 0.06 0.13

14.25 0.02 0.03
18.75 0.0 0.0
23.25 0.02 0.04
27.75 0.02 0.03
34 0.0 0.0
40 0.0 0.0

depth is included along with the maximum and min-
imum observations for each observation time. As be-
fore, it can also be seen that the simulated ice depth
and the average observed depth are in reasonably good
agreement in both trend and magnitude, with the sim-
ulated ice depth consistently falling within the range
of observed values. These good agreements for two
datasets of non-frozen and frozen lakes mean the model
developed here can describe the energy balance pro-
cess in a water body such as a lake very well. A sim-
plified model based on this more detailed model may
therefore serve as an important and useful component
within land surface models for climate study.

4.2 Convective mixing mechanism

As mentioned in the introduction, many previous
models did not take the convective mixing mechanism
into consideration for cases where the density in a

layer is greater than that in its adjacent underlying
layer. This situation occurs very often near the sur-
face of a water body at night, and in the spring and
winter seasons,when longwave radiation emitted from
the surface layer or cold air temperature forces wa-
ter to cool near the surface. This causes the placing of
heavier water over lighter water and forms an unstable
stratification distribution of water density. Therefore,
a strong buoyancy force produces a strong mechanical
convective mixing between the two layers and forces
the two layers to be in equilibrium. The convective
mixing process progresses very fast. In this model,
as mentioned above, the full-depth convective mixing
scheme proposed by Hostetler and Bartlein (1990) and
Liston and Hall (1995a,b) is used in this model,which
eliminates the configuration of temperature instabili-
ties and establishes the equilibrium state between the
two adjacent layers within every time step interval of
10 minutes. The reason to accept the above assump-
tion is explained in Appendix B.

In Figs. 1 and 2, the simulated temperature profiles
without considering the convective mixing process in
the model is also included. It can be seen that there is
always a turning point in the temperature profiles be-
low the water surface from late evening to early morn-
ing. This point moves down from the surface in the
evening to around 7 m deep the next early morning,
and then disappears quickly due to the rapid increase
of solar radiation penetration.Table 1 shows the statis-
tics of temperature difference between two schemes
with and without the convective mixing process.Max-
imum and average absolute temperature differences at
the surface layer between the models with and without
the mixing process reach 1.19 K and 0.32 K, respec-
tively. Maximum and average absolute differences of
latent heat fluxes from the water surface between the
two model versions are 24.1 W and 9.0 W, and maxi-
mum and average absolute differences from the surface
between the two sensible heat fluxes are 17.19 W and
2.4 W.

It is clearly shown from the figures that the profiles
predicted by the model with the mixing mechanism
follow the observed profiles much better than those
without the mixing mechanism in either shape, trend,
or magnitude. This indicates that the inclusion of the
convective mixing mechanism is appropriate.

5. Model simplification: reducing the number
of vertical layers

Water bodies such as lakes are one of the impor-
tant underlying surfaces in current land surface mod-
els (LSMs) for climate system modeling. Modeling the
climate system requires powerful computer resources,
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Table 3. Statistics of latent heat flux and sensible heat flux differences for different numbers of layers.

Layers Average latent heat Maximum Average sensible heat Maximum

25 vs 45 0.59 9.43 0.16 2.68
10 vs 45 1.72 17.33 0.47 5.02
8 vs 45 1.80 17.38 0.50 5.02
5 vs 45 8.10 59.81 2.33 19.01

and thus the physical model and relevant numerical
schemes of each component should be as simple as pos-
sible, while at the same time maintaining a high level
of accuracy.

The results described in section 4.1 were predicted
by the model with around 45 layers for the lake with a
depth of around 50 m, and this takes up a large amount
of computer time. The problem here is whether it is
possible to greatly reduce the number of vertical lay-
ers but still maintain the same level of accuracy. What
is the minimum possible number of layers for a water
body with a depth of around 50 m?

Using the solution from the model with 45 layers as
the standard, four substitutes of 25, 10, 8, and 5 layers
were tested using the model. Figure 4 shows a com-
parison between the results from the schemes with less
layers and the standard one. It can be seen that the
more layers there are the better the agreement between
simulated and observed data. However, it is also very
clear that there are very small differences among the
simulated results with 45, 25, 10, and 8 layers. The
results when using 5 layers show a greater deviation
from the standard. Tables 2 and 3 present a compar-
ison of absolute maximum and average temperature,
sensible heat, and latent heat between the simulated
results using 5, 8, 10, and 25 layers, to those when us-
ing 45 layers. These also demonstrate that the results
from 5 layers show a greater deviation from those us-
ing 45 layers. This means that a division of the water
body into 10 layers is more acceptable than 5 layers.

6. Summary and conclusions

Based on the one-dimensional unsteady heat con-
duction equation, a model including the convective
mixing function for studying the heat exchange be-
tween a water body and the atmosphere has been de-
veloped. The model with a detailed division was ver-
ified by observed data from Lake Kinneret and lake
Lower Two Medicine, which demonstrated the ability
to simulate the heat and mass exchange between the
atmosphere and a water body is good. In order to use
the model in climate studies, versions with less ver-
tical division of the water body were tested and the
results indicated that a division into around 10 layers
can work as well as a more detailed division. From the

numerical simulation study, the following conclusions
can be drawn:

(1) A model using enthalpy instead of temperature
as the predictive variable is more functional and effec-
tive, helping to set up precise equations, easily dealing
with the phase change process, and simplifying the nu-
merical scheme.

(2) Inclusion of the convective mixing mechanism
in the model is very important. The simulated results
with convective mixing were much better than those
without.

(3) The numerical iteration scheme discussed in
Appendix A is very effective for water bodies where
a phase change process is involved.
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APPENDIX A

Equations (15) and (16) together with conditions
(17) and constrains (4) are solved by using an itera-
tive technique to obtain the solutions of hL,j , Tj and
fice,j . The efficient methodology to solve Eqs. (15)
and (16) iteratively is developed by this model as
follows. Based on an estimated temperature profile
Tj(n + 1,m), the hLj(n + 1,m + 1) are obtained di-
rectly from Eqs. (15) and (16). In order to obtain the
solutions of Tj(n + 1,m + 1) and fice,j(n + 1,m + 1)
from the obtained hLj(n + 1,m + 1), two important
thresholds, hL1 and hL2, of the enthalpy hLj should
be defined here according to Eq. (4): (1) If all water
in the layer j is in liquid phase and its temperature Tj

is equal to freezing temperature Tf, the total enthalpy
hLj must be equal to zero, that is hL1 = 0. (2) If all the
water in the layer j is in ice phase and its temperature
Tj is also equal to freezing temperature Tf , the to-
tal enthalpy hLj must be equal to hL2 = −mj,totalLil,
which is equal to the energy absorbed by the phase
change of total water mass mj,total from complete ice
to complete liquid water. By using the two thresholds
hL1 and hL2, the temperature Tj(n+1,m+1) and ice
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phase fraction fice,j(n+1,m+1) for layer j will be eas-
ily determined by Eqs. (3b) or (3c) and (4) based on
the obtained hLj(n + 1,m + 1). There are three cases
to decide the Tj(n + 1,m + 1) and fice,j(n+1,m+1), re-
spectively. These are:

(1) If hLj(n+1,m+1) > hL1 = 0.0, the total water
in the layer is in liquid phase and fice,j(n+1,m+1) =
0.0. hLj(n + 1,m + 1) represents the thermal energy
due to a temperature higher than Tf, and the temper-
ature Tj(n + 1,m + 1) is obtained by:

Tj(n + 1,m + 1) =
hLj(n + 1,m + 1)

mj,totalcj
+ Tf > Tf

(A1)

where mj,total is the total water mass in the layer j.
(2) If hLj(n + 1,m + 1) < hL2, the total water in

the layer is in ice phase and fj(n+1,m+1) = 1.0. The
difference between hL2 − hLj(n + 1,m + 1) represents
the thermal energy due to a temperature less than Tf,
and the temperature will be given by:

Tj(n + 1,m + 1) =

hLj(n + 1,m + 1) + mj,totalLil

mj,totalcj
+ Tf < Tf (A2)

(3) If hL2 < hLj(n + 1,m + 1) < hL1, the water
in the layer exists as a mixture of liquid and ice. The
temperature of the mixture must be equal to Tf and
the ice fraction, fice, j(n + 1,m + 1), of the total mass
mtotal can be estimated from the hLi(n+1,m+1) by:

mj,ice = −hLj(n + 1,m + 1)
Lil

(A3a)

fj(n + 1,m + 1) =
mj,ice

mj,total
(A3b)

Final solutions for hLj(n + 1,m + 1), Tj(n + 1,m + 1)
and fice,j(n + 1,m + 1) are iteratively obtained if
|Tj(n+1,m)−Tj(n+1,m+1)| < ε where ε is the cri-
terion for solution convergence. Finally, the fractional
masses mj,liq and mj,ice of mj,total can be calculated
from the final fice,j(n + 1).

APPENDIX B

If the density in the top layer is greater than that
in the adjacent layer below, the density difference ∆ρ
between the two layers is decided by the temperature
difference ∆T between the two layers. According to
the relation of density ρ with temperature T :

ρ = (1− 1.9549× 10−5|T − 277|1.68)103 ,

the density difference ∆ρ is equal to:

∆ρ = 1.9549× 10−5(|T1 − 277|1.68 − |T2 − 277|1.68)103

≈ 1.9549× 10−5|T1 − 277|1.68 × 1.68
∣∣∣∣

∆T

(T1 − 277)

∣∣∣∣ 103

≈ 1.9549× 1.68× 10−5|(T1 − 277)0.68 ×∆T |103 .

Then, the downward buoyancy force F for mass ρ in
the top layer is:

F ≈ ∆ρ× g ≈ 3.3× 10−2 × g|(T1 − 277)0.68 ×∆T |
and the acceleration velocity a (m s−1) of a parcel with
the mass ρ (≈ 1000 kg m−3) is:

a = F/ρ

≈ 0.033× g|(T1 − 277)0.68 ×∆T |/ρ

Therefore, the subsidence distance S of the parcel in
time interval Dt is:

S ≈ 0.5× a×Dt2 .

= 0.00015|(T1 − 277)0.68 ×∆T | ×Dt2 .

If Dt=900.0 s and |(T1 − 277)0.68 ·∆T )| ≈ |∆T |,
S ≈ 0.00015× 900× 900∆T ≈ 120∆T

≈ 120 m for ∆T = 1 K ,

≈ 12 m for ∆T = 0.1 K ,

≈ 1.2 m for ∆T = 0.01 K .

This means the convective turnover mechanism in ∆T
time is enough to make the two adjacent layers mixed.
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