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ABSTRACT

The 3-D radar reflectivity data has become increasingly important for use in data assimilation towards
convective scale numerical weather prediction as well as next generation precipitation estimation. Typically,
reflectivity data from multiple radars are objectively analyzed and mosaiced onto a regional 3-D Cartesian
grid prior to being assimilated into the models. One of the scientific issues associated with the mosaic of
multi-radar observations is the synchronization of all the observations. Since radar data is usually rapidly
updated (∼every 5–10 min), it is common in current multi-radar mosaic techniques to combine multiple
radar’ observations within a time window by assuming that the storms are steady within the window. The
assumption holds well for slow evolving precipitation systems, but for fast evolving convective storms, this
assumption may be violated and the mosaic of radar observations at different times may result in inaccurate
storm structure depictions. This study investigates the impact of synchronization on storm structures in
multiple radar data analyses using a multi-scale storm tracking algorithm.
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1. Introduction

Because of the high spatial and temporal resolu-
tions of radar data, they have been widely used in
many meteorological applications such as severe storm
monitoring and warnings (e.g., Johnson et al., 1998;
Witt et al., 1998; Mitchell et al., 1998; Smith et al.,
2004), convective scale numerical weather predictions
(NWP)(e.g., Sun and Crook, 1998; Zhang, 1999; Brew-
ster, 2003; Gao et al., 2004; Hu et al., 2006; Sheng et
al., 2006), as well as quantitative precipitation estima-
tion (QPE) and forecast (QPF) (e.g., Anagnostou and
Krajewski, 1999; Fulton et al., 1998; Liu et al., 2001;
Golding, 1998). The National Weather Service (NWS)
has implemented the communication infrastructure
that facilitates the central collection and distribution
of base level data in real time from ∼140 WSR-88D
(Weather Surveillance Radar-1988 Doppler) sites to
several centralized locations or hubs. End users from

government agencies, universities and private indus-
tries can access and retrieve the base level data in real-
time from the centralized hubs. The United States
National Oceanic and Atmospheric Administration’s
National Severe Storms Laboratory (NSSL), utilizing
the communication infrastructure, has instituted a Na-
tional Mosaic and Quantitative Precipitation Estima-
tion (NMQ) system and research program (Zhang et
al., 2004; Seo et al., 2005). The NMQ system takes
base level data from all available radars at any given
time, performs quality control, and then combines re-
flectivity observations from individual radars onto a
unified 3-D Cartesian grid that covers the contiguous
United States (CONUS). One of the scientific issues
associated with the mosaic of multi-radar observations
is the synchronization of all the observations. The ob-
jective of the current study is to evaluate the impact
of synchronization on storm structures in multi-radar
analyses.
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Fig. 1. A flowchart shows the process of storm motion estimation.

Table 1. Operational scan modes used in the WSR-88D network.

VCP Used For Number of Elevations Time to Complete

VCP31 Clear air, Light snow 5 10 min
VCP32 Clear air, Light snow, Large velocity 5 10 min
VCP21 Precipitation 9 5 min
VCP11 Severe storms 14 6 min
VCP12 Severe storms, Rapid update, Higher resol. at low levels 14 4 min
VCP121 Precipitation, Mitigate range/velocity aliasing 9 6 min

The WSR-88D radars operate in six different scan
modes, or Volume Coverage Patterns (VCPs). The
time that one radar takes to complete a full volume
scan is different for each VCP. For example, VCP 11
consists of 14 elevation scans, taking 5 minutes to com-
plete a volume scan, while VCP 12 consists of 15 el-
evation scans with one volume scan taking 4 minutes
to complete (Table 1). Different radars in the network
operate in different VCPs depending on the weather in
the vicinity of the radars. Further, the volume scans
from adjacent radars do not start and end at the same
times.

It is common in current multi-radar mosaic tech-
niques (e.g., Zhang et al., 2005) to combine multiple
radar’ observations within a time window by assuming
that storms are steady within the window. Other 3-D
mosaic schemes (e.g., Langston et al., 2007) combine
multiple radar observations by using weighting func-
tions both in space and in time. For slowly evolving,
slowly moving storms, these analysis schemes work
quite well. For fast evolving, fast moving precipitation
systems, however, neglecting the time differences be-

tween different observations may result in inaccurate
depictions of the storm structure in the final analysis
(Langston et al., 2007). For instance, one small storm
cell would be observed by two radars at two different
locations if the two radars volume scans were observed
at different times. When combining the two volume
scans, one storm cell now at a different location will
become a larger cell or even two small cells, if the ini-
tial cell had moved outside its echo region observed
by the other radar. Lakshmanan et al. (2006) showed
the impact of multi-radar data synchronization on a
squall line event using a storm-tracking scheme devel-
oped by Lakshmanan et al. (2003). The results showed
reduced smearing and increased hail size estimation af-
ter the synchronization. The current study takes it a
step further and tries to quantify the impact of the
synchronization on radar reflectivity analyses by com-
paring reflectivity observations from several close-by
radars during a squall line event.

The rest of the paper is organized as follows.
Section 2 provides a brief description of the storm-
tracking algorithm. A set of experiments was carried
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Fig. 2. Observed composite reflectivity fields valid at 0925 (a1) and 1125 UTC (a3) of Ty-
phoon Nari and the 120 min forecast of composite reflectivity valid at 1125 UTC (a2) on
16 September 2001. The CSI scores (b) for multi-scale storm tracking forecasts (solid lines)
and for persistence forecasts (dashed lines) of composite reflectivity of 20 dBZ and higher
are also shown. The forecast lengths are 10, 30, 60, 120, and 180 min, respectively.

out to evaluate the impact of the synchronization
scheme. The experimental design and case study re-
sults from a squall line event are presented in section
3 and a summary is provided in section 4.

2. Multi-scale storm tracking

A multi-scale storm-tracking algorithm developed
by Lakshmanan et al. (2003) has been adapted for de-
riving storm motion vector fields used by the synchro-
nization. The algorithm includes the following steps:

(1) Identify individual storm cells at a small scale
(pre-specified) based on reflectivity and its spatial gra-
dient fields;

(2) Merge storm cells into larger scale storm enti-
ties based on their spatial consistency;

(3) Estimate storm motions, one vector for each
storm cell/cluster, by minimizing the difference be-
tween the corresponding clusters in consecutive reflec-
tivity images (Fig. 1);

(4) Estimate the growth/decay rate of the storm
intensity for each cell/entity;

(5) Analyze/interpolate the storm motion vectors
to obtain a gridded motion vector field (Fig. 1);

(6) A Kalman filter is applied to a time series of
the motion vector fields to remove random errors in
the motion estimates (Fig. 1);

(7) Extrapolate the latest reflectivity observations
using motion vectors at different scales into the future
to get a forecast. The small-scale motion vectors are
used for short-term extrapolations/forecasts and large-
scale motion vectors are used for relatively long-term
forecasts. The growth/decay factor is also considered
in the forecasts.

The multi-scale storm-tracking scheme has been
applied to satellites for severe storm applications (Lak-
shmanan et al., 2003). In the current study, we evalu-
ate it using several precipitation events including 3 ty-
phoon cases and one tornadic supercell case. Figures
2 and 3 show the critical success index (CSI) scores
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Fig. 3. Composite reflectivity images at (a1) 2055 UTC, (a2) 2150 UTC and (a3) 0010 UTC
of the Oklahoma tornado case on 8 May 2003 and (b) the CSI scores for forecasts of compos-
ite reflectivity of 20 dBZ and higher. The forecast lengths are 10, 20, 30, 40, 50, and 60 min,
respectively. The red arrows indicate three different storm stages as shown in panels a1, a2,
and a3, respectively. It is apparent that the poor CSI score (at a1, panel b) was associated
with the initial and fast-growing stage of the storms (panel a1) while the good CSI (at a3,
panel b) was associated with the mature and well-organized stage of the storms (panel a3).
The CSI for persistent forecasts of 10, 30, and 60 min are shown as the dash line in (b).
More discussions can be found in the text.

for reflectivity forecasts of 20 dBZ or higher for one
of the typhoon cases and for the tornadic supercell
case.
The CSI is defined as

CSI =
X

X + Y + Z

where X is the number of hits, Y is the number of
misses, and Z is the number of false forecasts. The
forecasts did quite well for the typhoon case given the
relatively slow movement and large area of the precipi-
tation. The CSI scores are higher than 0.6 for most of
the forecasts, including the 3-h forecasts (Fig. 2b).
However, the slow movement and wide spread pre-
cipitation resulted in an even better performance of
persistence forecasts than the storm tracking forecast.
Figure 2b shows that the CSIs for the persistence fore-
casts are higher than the storm-tracking forecasts most
of the time. Detailed examinations of the forecasts in-
dicated that the poorer performance of the multi-scale

tracking scheme was due to the smoothing and smear-
ing in the storm clustering and advecting procedure.
The smoothing expanded the precipitation area and
caused higher false alarm rates and lower CSIs when
the typhoon precipitation area was shrinking with time
(e.g., from 0925 to 1125 UTC on 16 September 2001,
Figs. 2a1 and 2a3). Nevertheless, the storm-tracking
correctly forecasted the movement of the typhoon eye
(Figs. 2a2 and 2a3). When the typhoon precipita-
tion area increased with time (e.g., from 1050 to 1350
UTC, not shown), the storm-tracking forecast per-
formed better than the persistence forecast (Fig. 2b).
These results show that the synchronization of radar
data may not provide positive impacts for slow mov-
ing precipitation systems due to errors in the estimated
motion vectors and in the forecast scheme.

For the tornadic supercell case, the forecast per-
formances were mixed. At the initial stage when the
storms underwent a fast-growing period (Fig. 3a1),
the CSI scores were relatively low, with a 20 minute
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Table 2. List of volume scans of data that were used in the study of synchronization in the 3D Mosaic. Note that the
time in the table indicates minutes and seconds after 0600 UTC on 1 June 2005.

Radar Scan Strategy Number of Vol. Scans Time at the Middle of Each Volume Scans

KDYX VCP11 6 06′43′ ′, 11′47′′, 16′52′′, 21′58′ ′, 27′03′′, 32′09′′

KFWS VCP11 5 03′17′ ′, 08′14′′, 15′57′′, 25′12′ ′, 29′10′′

KSJT VCP12 6 05′08′ ′, 09′28′′, 13′48′′, 18′06′ ′, 26′44′′, 31′03′′

KEWX VCP21 5 04′47′ ′, 10′35′′, 16′22′′, 22′11′ ′, 27′58′′

Table 3. List of the synchronization experiments between the times of the validation grid and testing grid pairs in the
experiments. Note that the time indicates the UTC time (rounded to the nearest one) on 1 June 2005 at the middle of
the volume scan.

Validation Test Grid (KFWS) Test Grid (KEWX) Test Grid (KSJT)
Grid (KDYX)

Time Time Exp. ID Time Exp. ID Time Exp. ID

0607 0603 KDYX(07)KFWS(03) 0605 KDYX(07)KEWX(05) 0605 KDYX(07)KSJT(05)
0612 0608 KDYX(12)KFWS(08) 0611 KDYX(12)KEWX(11) 0609 KDYX(12)KSJT(09)
0617 0616 KDYX(17)KFWS(16) 0616 KDYX(17)KEWX(16) 0614 KDYX(17)KSJT(14)
0622 0616 KDYX(22)KFWS(16) 0622 KDYX(22)KEWX(22) 0618 KDYX(22)KSJT(18)
0627 0625 KDYX(27)KFWS(25) 0622 KDYX(27)KEWX(22) 0627 KDYX(27)KSJT(27)
0632 0629 KDYX(32)KFWS(29) 0628 KDYX(32)KEWX(28) 0631 KDYX(32)KSJT(31)

forecast CSI below 0.5 (e.g., before 2100 UTC, Fig.
3b). As the storm cells reached certain sizes (Fig.
3a2), the CSI scores started to improve rapidly even if
the storms were relatively isolated and scattered (e.g.,
after 2230 UTC, Fig. 3). When the storms became
mature and well organized (Fig. 3a3), the CSI scores
were very good (e.g., after 2330 UTC, Fig. 3) with a
40 minute forecast CSI above 0.5. Overall, the aver-
age CSI score was ∼0.5 for the 20 min forecasts (Fig.
3), indicating that the estimated motion vectors were
representative of the storm movements within 20 min.
The persistence forecast for this case was obviously
worse than the storm-tracking forecast (Fig. 3b) be-
cause of the fast evolving nature of this tornadic su-
percell event. Therefore, synchronization of multiple
radar observations for applications in these types of
events is necessary and justified.

3. Synchronization experiments and evalua-
tion

3.1 The data

To quantitatively evaluate the impact of synchro-
nization on radar analysis, detailed experiments were
carried out using base level data from four radars
(KDYX, KFWS, KEWX, and KSJT) for a squall line
event that occurred on 1 June 2005 in central Texas.
The radar observations covered a half-hour time pe-
riod between 0600 to 0630 UTC (see Table 2). Figure
4 shows the composite reflectivity fields from the four
radars around 0600 UTC. Table 2 lists all the volume
scans from the four radars that are used in the current

study.

3.2 Experimental design

The experiments were designed as follows:
(1) Each volume scan of reflectivity data was ana-

lyzed separately through a common 3-D Cartesian grid
(Fig. 4). The valid time of each analysis grid was de-
termined to be the center point between the start and
end times of the volume scan.

(2) The KDYX composite reflectivity fields from
the 3D analysis grid were used for verification or
truthing of the synchronization. Composite reflectiv-
ity analyses (with and without advection in time) from
the three other radars were compared with the “true”
fields from the KDYX radar analysis. A correlation co-
efficient, ρ, is computed between the “true” composite
reflectivity and the testing composite reflectivity anal-
yses. The correlation coefficient is by definition the
ratio

ρxy =

N∑

i=1

(xi − ηx)(yi − ηy)
√

N∑

i=1

(xi − ηx)2
√

N∑

i=1

(yi − ηy)2
, (1)

N is the total number of valid composite reflectivity
data pairs in the analysis domain. ηx and ηy are the
mean of two random variables x (i.e., composite reflec-
tivity from the KDYX reflectivity analysis grid in the
current study) and y (i.e., composite reflectivity from
any other radar analysis grid before or after synchro-
nization). The means are calculated by:
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Fig. 4. Composite reflectivity fields from (a) KDYX, (b) KFWS, (c) KEWX, and (d)
KSJT around 0600 UTC on June 12005. The red boxes in panels (a) and (b) indicate
the common Cartesian grid for all four radars.

ηx =
1
N

N∑

i=1

xi , (2a)

ηx =
1
N

N∑

i=1

yi . (2b)

(3) The analysis grids from the three testing radars
(KFWS, KEWX, KSJT) were advected forward in
time to match the nearest validation radar (KDYX)
grid. Correlation coefficients were calculated for each
pair of the testing and validation fields. Table 3 pro-
vides a list of all the experiments and the results are
presented in the next section.

3.3 Results

Figure 5 shows the correlation coefficients between
the validation composite reflectivity field and the test-
ing grid composite reflectivity field with and with-
out synchronization towards the time of the validation

field. Note that the correlation coefficients were for
regions where both the validation and the test com-
posite reflectivities were greater or equal to 30 dBZ.
All of the KFWS experiments and the majority of the
KEWX experiments show that there is better corre-
lation between the validation fields and the synchro-
nized fields than with the un-synchronized field (Figs.
5a and 5b). For the KSJT experiments, however, the
un-synchronized field was better correlated with the
validation field than the synchronized field (Fig. 5c).
One possible cause may be that the KSJT clock is
incorrect and perhaps too fast and requires further in-
vestigation. Another important factor that affects the
correlation coefficients is the sampling characteristic
of each radar when it observes the storms. For in-
stance, KFWS and KDYX were close to the northern
part of the squall line and captured the convective rain
band very well in the reflectivity observations (Figs. 4a
and 4b). The correlation coefficients showed very good
consistency between the two radars composite reflec-
tivity fields, especially when they were synchronized
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Fig. 5. Correlation coefficients between the validation
composite reflectivity field of KDYX and the testing com-
posite reflectivity of (a) KFWS, (b) KEWX and (c) KSJT
with synchronization (black bar) and without synchro-
nization (gray bar).

(Fig. 5a). For the KEWX radar, however, a large part
of the convective rain bands were missing in the reflec-
tivity observations (Fig. 4c), resulting in poor corre-
lation coefficients between the KEWX and the KDYX
composite reflectivities, even with the synchronization
between them (Fig. 5b). KSJT radar observations, on
the other hand, captured the squall line rain band bet-
ter than the KEWX radar (Fig. 4d), which resulted
in better correlation coefficients with the KDYX data
(Fig. 5c).

A series of forecast experiments were carried out
in association with those listed in Table 3. In each
experiment, the testing grid was advected forward in
time at 1 minute intervals for up to 7 minutes. There
were 7 forecasts for each experiment and the forecast
lengths were 1, 2, 3, 4, 5, 6, 7 min, respectively. For
instance, in the experiment “KDYX(07)KFWS(03)”,
the composite reflectivity from KFWS valid at 0603
UTC on 1 June 2005 was extrapolated to 0604, 0605,
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(c) 

Fig. 6. Correlation coefficients between the composite
reflectivity fields from KDYX observations (used as vali-
dation) and the extrapolated (in time) composite reflec-
tivity fields from (a) KFWS, (b) KEWX, and (c) KSJT.
The correlation coefficients were calculated in regions
where the KDYX composite reflectivity is greater than 30
dBZ. Detailed descriptions of experiments can be found
in the text.

0606, 0607, 0608, 0609, 0610 UTC, respectively. Each
of the 7 extrapolated composite reflectivity fields was
then compared to a validation composite reflectivity
field from KDYX valid at 0607 UTC and correlation
coefficients were obtained (diamond line in Fig. 6a).
Note that the correlation coefficients were computed
for various reflectivity thresholds.

Most correlation coefficients for the KFWS and
KEWX radar experiments reached a maximum when
the forecast time was near the validation time. For in-
stance, experiments “KDYX(07)KFWS(03)” (diamo-
nd marked line in Fig. 6a) and “KDYX(12)KFWS
(08)” (square line in Fig. 6a) both have the max-
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Fig. 7. Composite reflectivity mosaic using observations from KVNX and KTLX radar (a)
without and (b) with the synchronization. The data was valid at 2300 UTC on 8 May 2003.

imum correlation coefficients around 4 min. Exper-
iment “KDYX(07)KFWS(05)” (diamond line in Fig.
6b) has a maximum correlation coefficient at 2 min
and experiment “KDYX(32)KEWX(28)” has a max-
imum at 4 min. This indicates that the vector fields
used for extrapolation were representative of the storm
movements. In addition, the clocks of the two radars
are well synchronized, but the maximum of correlation
coefficients for the KSJT experiments were not consis-
tent with the validation data time (Fig. 6c). The pre-
cision of radar clocks is assured in the WSR-88D radar
network by the implementation of the Open Radar
Data Acquisition (ORDA, Istok et al., 2002). The
ORDA clocks automatically synchronize to the Atomic
Clock and assure that the base data time stamps are
always correct. Therefore, the present technique still
has practical usefulness for the WSR-88Ds or any other
radar networks that include similar accurate clock cal-
ibrations. The radar data used in this study, how-
ever, were collected before the implementation of the
ORDA, thus potential time clock errors were still pos-
sible (e.g., the KSJT time clock may out of calibra-
tion).

4. Summary

The current study quantitatively evaluated a
multi-scale storm tracking algorithm and its applica-
tion in the synchronization of radar data. The accu-
racy of the storm-tracking algorithm was first evalu-
ated using a typhoon and a tornadic supercell event.
It was found that the forecasts based on the storm-
tracking scheme was poorer than the persistence fore-
cast for slow moving precipitation systems because the

errors in the tracking procedure overweigh the differ-
ences in reflectivity observations due to time differ-
ences. For fast moving storms, the forecasts based on
storm-tracking showed better performance than per-
sistence because of the large differences in the reflec-
tivity fields at different times. Figure 7 shows an ex-
ample of a composite reflectivity mosaic using data
from two radars with and without the synchroniza-
tion. The composite reflectivity with the synchroniza-
tion (Fig. 7b) showed stronger storm cores than that
without (Fig. 7a) because storm cores observed by
the two radars were better aligned after the synchro-
nization. Detailed synchronization experiments were
then carried out for a squall line event using several
radars that were closely located. The results showed
that reflectivity fields from different radars correlated
better when they are synchronized than when they are
not. These results indicate that the synchronization of
radar observations can potentially provide improved
depictions of storm structure in multi-radar mosaic
analyses and can have positive impacts on severe storm
applications.
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