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ABSTRACT

This paper reviews some aspects of evaluation of climate simulation, including the ITCZ, the surface air
temperature (SAT), and the monsoon. A brief introduction of some recently proposed approaches in weather
forecast verification is followed by a discussion on their possible application to evaluation of climate simula-
tion. The authors suggest five strategies to extend the forecast verification methods to climate simulation
evaluation regardless significant differences between the forecasts and climate simulations. It is argued that
resolution, convection scheme, stratocumulus cloud cover, among other processes in the atmospheric general
circulation model (AGCM) and the ocean-atmosphere feedback are the potential causes for the double ITCZ
problem in coupled models and AGCM simulations, based on the system- and component-level evaluations
as well as the downscaling strategies in some recent research. Evaluations of simulated SAT and monsoons
suggest that both coupled models and AGCMs show good performance in representing the SAT evolution
and its variability over the past century in terms of correlation and wavelet analysis but poor at reproducing
rainfall, and in addition, the AGCM alone is not suitable for monsoon regions due to the lack of air-sea
interactions.
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1. Introduction

Climate system models (CSMs) are important sci-
entific tools for modeling, understanding, and predict-
ing complex behaviors and processes of the climate sys-
tem. They numerically solve a series of mathematical-
physical equations (including dynamic equations and
parameterized schemes) to quantify the multi-sphere
interactions as well as the dynamical and physical pro-
cesses in the climate system. The equations are ex-
pressed in terms of codes that are run on powerful
computers. CSMs have demonstrated significant and
increasing skill in representing many important mean
climate features, such as large-scale distributions of at-
mospheric temperature, precipitation, radiation, and
wind, and of oceanic temperatures, currents, and sea-
ice cover (Randall et al., 2007, p. 600). They have also
simulated essential aspects of many of the patterns
of climate variability observed across a range of time

scales, e.g., the advance and retreat of the major mon-
soon systems, seasonal shifts of temperatures, storm
tracks, and rain belts, and the hemispheric-scale see-
sawing of extratropical surface pressures (the North-
ern and Southern “Annular Modes”) (Randall et al.,
2007, p. 600). Some CSMs have been used to pre-
dict weather and make seasonal forecasts. Therefore,
CSMs have the essential physical processes for model-
ing future climate change.

Discrepancies between CSM simulations and ob-
servations, or CSM simulation errors, however, remain
significant. Even worse, the nature and causes of these
errors are poorly understood, which must be accounted
for in a systematic fashion in order to confidently use
CSMs for simulation of putative global climate change.
In order to improve our understanding on the nature
and causes of CSM simulation errors, innovative ap-
proaches to evaluate CSM simulations are needed, as
increasingly more complex models are being devel-
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oped. Up to now, simulation evaluation has been given
more and more attention by the international climate
modeling community and has become an essential part
of CSM development. For example, the fourth assess-
ment report (AR4) of the Intergovernmental Panel on
Climate Change (IPCC) devoted a whole chapter to
specially introduce the concept and method of model
evaluation and to show the results from the multiple
model comparison (Randall et al., 2007, 590–662). In
this chapter, a summary of diverse evaluations on the
results simulated by CSMs was given in terms of con-
temporary climate, large-scale climate variability, ex-
treme events, climate sensitivity, and feedbacks.

Of the many methods and steps for evaluation,
verification is a preliminary one, which provides fur-
ther evaluation with analytical bases and methods
and is an indispensable part of weather forecast-
ing and climate modeling activities. Over the past
decades, approaches for weather forecast verification
have been developed from the “traditional verifi-
cation” to the more-recently-developed verification
methodology. The former mainly focuses on the
calculation of one or more verification scores over
a forecast-observation dataset, while the latter ac-
counts for spatial structures and features characteriz-
ing weather maps or concentrates on evaluation of fore-
cast probability distributions and further investigation
into the properties of traditional verification measures
for probability forecasts (Casati et al., 2008). Be-
cause of the importance of verification for NWPs, the
World Weather Research Programme (WWRP) and
the Working Group on Numerical Experimentation
(WGNE) have built the Joint Working Group on Ver-
ification (JWGV). It has been maintaining a homepage
(http://www.bom.gov.au/bmrc/wefor/staff/eee/verif/
verif web page.html) to collect and introduce existing
verification methods and to keep track of the most re-
cently achieved research on verification in the world.
This homepage provides the scientific community with
a useful reference to advances in verification methods.

There are significant differences between weather
forecast verification and climate simulation verifica-
tion. Generally, weather forecast verification can be
performed one day or several days later. However,
it is impossible to verify decade predictions and cen-
turial projections any time soon. Due to the lack of
long-term observational data, climate simulation ver-
ification is also limited by a time scale of decades or
shorter. No reliable observations can be obtained to
verify model representation of a past climate more
than a century ago. Clearly, climate simulation veri-
fication is much more difficult than weather forecast
verification. Despite the many new approaches for
weather forecast verification mentioned above, they

can barely meet the need of climate simulation eval-
uation and CSM improvements. Statistical results
and scores produced in the verification processes may
enhance our understanding of model performance to
some extent and may even provide us with directions
of CSM improvements, but it is very difficult for us to
design schemes for model improvements just relying on
these results. Therefore, further evaluation of climate
simulation is necessary so that effective approaches to
CSM improvements can be finally proposed through
establishing modules or parameterization schemes that
can reasonably present actual mechanisms of physical
phenomena based on plenty of numerical experiments
and our understanding of the real climate system.

Further simulation evaluation concerns complex
multi-sphere interactions of the climate system, and
thus involves many analysis methods and cut-in
points. It mainly falls into two classes: system- and
component-level evaluations. The system-level evalua-
tion of a CSM includes running a full model and com-
paring its simulation with the corresponding analysis
or observation to reveal problems in the model. The
component-level evaluation assesses a particular com-
ponent of a model by testing it independently of the
complete model to find the cause of problems hidden
by the model’s complexity.

At the end of the 1980s, climate simulation evalua-
tion was recognized by the entire international climate
modeling community. For example, in 1989, the Pro-
gram for Climate Model Diagnosis and Intercompari-
son (PCMDI) was established at the Lawrence Liver-
more National Laboratory (LLNL) in Livermore, Cal-
ifornia, USA, whose mission is to develop improved
methods and tools for the diagnosis and intercompar-
ison of global climate models. In the past 20 years,
five projects of model intercomparison have been set
up by the PCMDI, including the Atmospheric Model
Intercomparison Project (AMIP), the Coupled Model
Intercomparison Project (CMIP), the Seasonal Pre-
diction Model Intercomparison Project (SMIP), the
Aqua-Planet Experiment Project (APE), and the Pa-
leoclimate Modeling Intercomparison Project (PMIP).
The Climate Change Prediction Programs (CCPP)-
Atmospheric Radiation Measurement (ARM) Param-
eterization Testbed (CAPT) was also established by
the PCMDI to evaluate parameterizations of sub-grid-
scale processes in global climate models.

In as early as the 1980s, Chinese meteorologists
had also recognized the significance of climate simula-
tion evaluation. For example, Qian and Wang (1984)
evaluated the simulation of diurnal variations of me-
teorological fields in the summer by a five-layer at-
mospheric general circulation model (AGCM) devel-
oped in China. Over the past 20 years, scientists at
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the State Key Laboratory of Numerical Modeling for
Atmospheric Sciences and Geophysical Fluid Dynam-
ics (LASG), Institute of Atmospheric Physics (IAP),
Chinese Academy of Sciences, successively developed
AGCMs (e.g., Zeng et al., 1989; Wang et al., 2004a;
Zhou et al., 2005; Wu et al., 2008), ocean general circu-
lation models (OGCMs) (e.g., Zhang and Liang, 1989),
coupled ocean-atmosphere models (e.g., Zhang et al.,
1992), and CSMs (e.g., Zhang et al., 2000; Yu et al.,
2002; Zhou et al., 2005; Yu et al., 2008; Zhou et al.,
2008a). Following the development of climate mod-
els at the LASG/IAP, climate simulation evaluation
has received more attention. For example, Guo et al.
(1996) evaluated the simulation of the large-scale cir-
culation patterns of the mean climate state by a CSM.
There are other recent publications on climate simula-
tion evaluation (e.g., Zhou and Yu, 2006; Zhang et al.,
2007; Zhou et al., 2007; Li et al., 2007b,c; Duan et al.,
2008; Zhou et al., 2008a). Clearly, Chinese meteorol-
ogists have gradually become more active in the field
of climate simulation evaluation.

In order to describe the development of model eval-
uation and to track its most recent progress, a brief
introduction of the main methodology of forecast ver-
ification and some suggestions on how to use forecast
verification methods in climate simulation verification
are presented in section 2. Some recent progresses in
the evaluations of several important events or meteo-
rological fields, namely the ITCZ, surface air temper-
ature (SAT), and monsoon, are reviewed in sections
3, 4, and 5, respectively. Finally, the summary and
discussions are included in section 6.

2. Verification of climate simulation

Many approaches for weather forecast verification
have been developed. These approaches may also
be useful for climate simulation evaluation although
they were not designed for this purpose. Here, we
first briefly introduce two representative forecast ver-
ification approaches, namely spatial verification ap-
proaches and probabilistic forecasts and ensemble ver-
ification approaches, and then discuss the strategy on
using these approaches in climate simulation verifica-
tion.

Spatial verification approaches specifically com-
pare forecasts with corresponding analysis or obser-
vational data over spatial domains, account for the
spatial nature of forecast fields, and aim to provide
feedback on the physical nature of the forecast error
(Casati et al., 2008). They overcome the difficulty of
standard verification methods, which are based on a
point-to-point comparison between forecasts and anal-
ysis, to interpret in meaningful physical terms (i.e.,

mean square error, MSE). Some new approaches to
spatial verification, e.g., error-decomposition (Hoff-
man et al., 1995; Nehrkorn et al., 2003), feature-based
(e.g., Ebert and McBride, 2000; Davis et al., 2006a,b),
scale-decomposition (e.g., Briggs and Levine , 1997;
Casati and Wilson, 2007) and neighborhood-based or
fuzzy (e.g., Tremblay et al., 1996; Ebert, 2008) ap-
proaches, have been developed in the last decade.
However, most of these approaches need observations
defined continuously over a spatial domain and do not
allow missing values in the observations (Casati et al.,
2008). This limitation needs to be addressed in future
research.

Probabilistic forecasts and ensemble verification
approaches are designed for verification of probability
forecasts, which are different from the spatial verifica-
tion methods for numerical weather forecasts. Follow-
ing the advent of ensemble forecasts in the early 1990s,
the existing verification methods for probability fore-
casts have been re-evaluated and new methods have
been developed. These methods are generally classi-
fied into three types: verifying the distribution of an
ensemble as the sample from a probability distribu-
tion function (PDF) (e.g., Anderson, 1996; Hersbach,
2000; Smith, 2001; Weisheimer et al., 2004), evaluat-
ing the PDF of a generic probability forecast (Good,
1952; Roulston and Smith, 2002; Wilson et al., 1999),
and assessing forecasts of the probability of an event
(e.g., Brier, 1950; Murphy, 1973; Brocker and Smith,
2007).

The spatial verification approaches and the proba-
bilistic forecasts and ensemble verification approaches
could be used for climate simulation verification for
the following reasons. Firstly, these methods could be
used to evaluate forecasts from realistically initialized
CSM runs in forecast mode to determine the CSM’s
initial drift from the NWP analysis and/or from the
available field data and thereby to gain insight on defi-
ciencies of model parameterizations. A vivid example
of this strategy is the CAPT that was established by
the PCMDI to evaluate parameterizations of sub-grid-
scale processes in global climate models. Secondly,
these methods could be similarly applied to verify cli-
matologically averaged simulation fields by regarding
them as forecast fields. For instance, the climatologi-
cal mean of the precipitation simulation in the summer
or winter could be compared with the climatological
mean of precipitation analysis or observation in the
same season by using the methods similar to those for
forecast verification. Thirdly, the forecast verification
methods could be extended to verify seasonal forecasts
and annual predictions by the CSMs. Fourthly, they
could also be used to assess leading modes decomposed
from time series of climate simulations by regarding
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each mode as a forecast field. Finally, the probabilistic
forecasts and ensemble verification approaches could
be generalized to evaluate multi-model ensemble cli-
mate simulations. Besides the use of weather forecast
verification approaches, development of new methods
specifically designed for climate simulation verification
is also needed.

3. Evaluation on simulations of the ITCZ

The ITCZ is a narrow belt near the equator, where
the low-level air converges. It plays an important role
in the atmospheric general circulation, hydrological
cycle, and air-sea interaction, because of its impacts
on the Hadley and Walker circulations, El Niño, the
Madden-Julian Oscillation (MJO), and other events.
In the ITCZ, the trade winds of both the Northern
and Southern Hemispheres come together, and the air
rises into the upward branch of the Hadley and Walker
circulations and cools, releasing the accumulated mois-
ture in an almost perpetual series of thunderstorms
and the latent heat to drive the Hadley and Walker
circulations. The location and intensity of the ITCZ
affect the surface wind field, and thus the ITCZ is a
critical factor in air-sea interactions and a core com-
ponent of El Niño. The seasonal movement of the
ITCZ is driven by annual variation in solar radiation,
but could be affected by the seasonal variation of the
MJO intensity. Along the ITCZ, tropical cyclogenesis
occurs and the tropical cyclones travel before veering
toward higher latitudes. Therefore, it is very impor-
tant for CSMs to correctly or reasonably represent the
ITCZ, say through its precipitation.

The current CSMs, however, have great difficulty
in simulating the ITCZ precipitation correctly. One of
the major tropical biases, common in climate model-
ing of the ITCZ by CSMs, is the “double ITCZ” noted
by Mechoso et al. (1995). It includes a spurious ITCZ
south of the equator in the eastern and central equa-
torial Pacific, in addition to the observed one north
of the equator. This has been a bottle-neck problem
for climate forecast and simulation. For example, a
large part of the difficulty in forecasting El Niño is
due to CSMs’ failure to simulate the ITCZ correctly.
In addition, difficulties in correctly simulating the sea-
sonal variation of the MJO intensity by most CSMs or
their atmospheric components are largely caused by
the models’ failure in correctly representing the sea-
sonal movement of the ITCZ.

The double-ITCZ problem has persisted in the last
several generations of CSMs (e.g., Mechoso et al., 1995;
Latif et al., 2001; Davey et al., 2002; Li et al., 2004;
Meehl et al., 2005), which still remains so in most of
the current state-of-the-art CSMs, characterized by ex-

cessive precipitation over much of the tropics, includ-
ing the Northern Hemisphere ITCZ, the South Pacific
convergence zone (SPCZ), the Maritime Continent,
and the equatorial Indian Ocean, and often is associ-
ated with insufficient precipitation over the equatorial
Pacific (Lin, 2007). Previous studies suggest that this
problem is mainly caused by the AGCM rather than
by the OGCM (e.g., Schneider, 2002). For example,
the 15-month ensemble hindcast by a CSM with two
versions of atmospheric components (i.e., the Univer-
sity of California at Los Angeles-AGCM with different
horizontal and vertical resolutions) indicated that the
atmospheric component with a higher resolution helps
the CSM to reduce the bias in its simulation of the
ITCZ (Mechoso, 2006). An investigation by Zhang
and Wang (2006) on the double ITCZ problem in the
National Center for Atmospheric Research Commu-
nity (NCAR) CSM Version 3 (CCSM3) showed that
use of a modified Zhang-McFarlane convection scheme
(Zhang and McFarlane, 1995; Zhang and Wang, 2006)
significantly mitigates the double ITCZ problem in bo-
real summer, which reduces both the warm bias in the
spurious ITCZ south of the equator and the cold bias
in the cold tongue over the equator. However, “a syn-
thetic view of the double-ITCZ problem is still elusive”
as pointed out by Mechoso (2006). Therefore, evalua-
tion of the ITCZ simulation is very important for our
further understanding on the double ITCZ problem.

Simulation of the ITCZ is generally evaluated at a
system-level or a component-level or at both through
sensitivity experiments or multi-model simulations.
A sensitivity-experiment-based combined system- and
component-level evaluation suggests that the double
ITCZ problem in CSMs results from a series of nonlo-
cal and nonlinear adjustment processes in the coupled
system, which can be traced to the uncoupled models,
oceanic and atmospheric components (Li et al., 2004).
In addition to the consensus that the double ITCZ
problem is at least partly due to the underestimation
of stratocumulus cloud cover by the AGCM that re-
sults in a warm bias of SST in the tropical southeast-
ern Pacific, another possible reason is thought to be
the overestimation of the east-west gradient of SST
in the equatorial Pacific during the ocean model spin-
up process (Li et al., 2004). A system-level evalua-
tion of multi-model simulations also argues that an
initial bias of surface precipitation and wind curl, i.e.,
the widely-known spurious eastward extension of the
SPCZ associated with stronger surface southeasterly
trade winds and biases of negative wind curls in stand-
alone AGCMs, could amplify the double ITCZ sym-
metric structures in CSMs through a positive feed-
back mechanism (Zhang et al., 2007). This mechanism
can be described through the following chain of in-
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teractions: precipitation (atmospheric latent heating),
surface wind convergences, surface wind curls, Ekman
pumping, South Equatorial Counter Current, and the
eastward advection of ocean temperatures and SST
(Zhang et al., 2007). It provides a possible method
to address the longstanding double ITCZ problem in
CSMs.

An analysis on the twentieth-century climate simu-
lations of 22 IPCC AR4 CSMs together with 12 AMIP
runs available shows that both CGCMs and AGCMs
have an excessive tropical precipitation problem with
half of CGCMs having insufficient precipitation in the
equatorial Pacific (Fig. 1; Lin, 2007). It further indi-
cates that it is an intrinsic error of the AGCMs caus-
ing the excessive tropical precipitation while the insuf-
ficient equatorial Pacific precipitation in the coupled
runs of many models comes from ocean-atmosphere
feedbacks (Lin, 2007). Three possible sources associ-
ated with the insufficient equatorial Pacific precipita-
tion are revealed by Lin (2007): (1) excessive Bjerknes
feedback caused by excessive sensitivity of precipita-
tion to SST and overly strong time-mean surface wind

 

 

 

 

Fig. 1. (a) Meridional profiles of zonally averaged
annual-mean precipitation from 22 IPCC AR4 CSMs and
observations; (b) Same as (a) except for the AMIP runs
of 12 models (Lin, 2007). Latitude axis ranges from
−20(20◦S) to 20(20◦N).

speeds; (2) overly positive SST-latent heat flux feed-
backs led by excessive sensitivity of surface air hu-
midity to SST; and (3) insufficient SST-surface short-
wave flux feedbacks as a result of insufficient sensitiv-
ity of cloud amount to precipitation. According to Lin
(2007), the double-ITCZ problem in CSMs could be
alleviated by reducing the excessive tropical precipita-
tion and the aforementioned feedback-relevant errors
in the AGCMs.

The downscaling strategy could also be used in
some key regions to address the double ITCZ prob-
lem. For example, based on the critical role played
in the global circulation by the Maritime Continent
where AGCMs tend to systematically underestimate
the precipitation (Neale and Slingo, 2003), Lorenz
and Jacob (2005) used a two-way nesting atmospheric
model system that consists of a spectral AGCM and
a grid-point regional atmospheric model in this region
to investigate the influence of regional scale informa-
tion on the global circulation. It is suggested that a
more realistic parameterization of the convective pro-
cesses is achieved in the two-way nested experiment
with a 10-year integration due to the detailed rep-
resentation of the complex land-sea distribution and
topography within the region at the regional climate
model scale (Lorenz and Jacob, 2005). It implies that
the two-way nesting technique can reduce the precipi-
tation simulation error in a stand-alone atmospheric
model and thus may probably alleviate the double
ITCZ problem in this model and the corresponding
CSM, which needs further tests in coupled simula-
tion experiments. Another example is the good repro-
duction of the northward-displaced ITCZ collocated
with a zonal band of high SST by a regional ocean-
atmosphere model (ROAM), which was established by
coupling the version 2 of the Geophysical Fluid Dy-
namics Laboratory Modular Ocean Model (MOM2)
with a full-physics regional atmospheric model on the
domain of the eastern Pacific (Xie et al., 2007).

4. Evaluation on SAT simulation

SAT is a basic meteorological field. Its global av-
erage is one of the key variables to describe climate
change, such as global warming in the past century.
SAT is associated with heat exchange between the
atmosphere and the ocean/land surface, and thereby
plays a critical role in air-sea and air-land interactions.
The importance of studying SAT is also due to its di-
rect influence on the global economy and ecological
environment.

SAT simulation evaluation mainly focuses on sim-
ulations of its evolution, variability, and regional fea-
tures. The approaches to perform the evaluation
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mainly include correlation analysis, wavelet analysis,
sensitivity analysis, among others. A correlation anal-
ysis on the SAT simulations over China and the globe
in the twentieth century by 19 IPCC AR4 CSMs driven
by historical natural and anthropogenic forcing shows
that most models perform well in simulating both the
global and the Northern Hemispheric mean SAT evo-
lutions of the twentieth century, and acceptably in
representing the SAT averaged over China, although
the correlation between the observation and simula-
tion over China (0.52) is lower than those over the
globe (0.87) and over the Northern Hemisphere (0.82)
(Zhou and Yu, 2006). The same analysis on the land
SAT simulation over the globe in the twentieth cen-
tury by the Grid-point Atmospheric Model of IAP
LASG (GAMIL) Version 1.1.0 (simply GAMIL 1.1.0
hereinafter) (Li et al., 2007a) driven by historical nat-
ural and anthropogenic forcing reveals a better perfor-
mance from the stand-alone AGCM, because of the
higher correlation between the observations and its
simulation (0.884) (Li et al., 2007b).

Based on a Morlet wavelet analysis, Zhou and
Yu (2006) found the powers concentrating within the
bands of inter-annual, decadal, or even longer inter-
decadal time scales in the observed global mean SAT,
while the powers in the ensemble mean simulation
of nine IPCC AR4 CSMs are mainly concentrated
within inter-decadal time scales, indicating poor per-
formance of these CSMs at shorter time scales, e.g.,
inter-annual time scales. The same approach was used
to evaluate land SAT simulation by GAMIL 1.1.0 fol-
lowing the standard coordinated experiment design
of the Climate Variability and Predictability (CLI-
VAR) International Climate of the Twentieth Century
Project (C20C), Phase II (Li et al., 2007b). The re-
sults showed that GAMIL 1.1.0 not only performed
well in simulating decadal and inter-decadal varia-
tions of the land mean SAT but also successfully rep-
resented its inter-annual variability (IAV) (Li et al.,
2007b). The evaluation on the SAT simulations from
the coupled CSMs and the stand-alone AGCMs sug-
gests that inclusion of natural and anthropogenic forc-
ing can improve simulation of the SAT variations in
inter-annual (for AGCM), decadal, and inter-decadal
(for both AGCMs and CSMs) time scales (Zhou and
Yu, 2006; Li et al., 2007b).

There are significant regional features in SAT; for
example, under the background of global warming, a
surface cooling trend from spring to summer has been
observed in Central Eastern China (27◦–36◦N) in the
past half century (e.g., Li et al., 1995). Can a CSM
or an AGCM represent this cooling trend? If not,
what are the possible factors that lead to their fail-
ures in simulating the trend? To answer these ques-

tions, careful investigations in the cooling trend and
its simulations need to be carried out. Zhou and Yu
(2006) examined the SAT simulations by 19 IPCC
AR4 CSMs and found that very few of them could
reproduce the summertime cooling (Fig. 2). The mod-
els that failed to represent this cooling trend include
the Flexible Global Ocean-Atmosphere-Land System
Model (FGOALS) with GAMIL 1.0 (the initial version
of GAMIL) (Wang et al., 2004a) as the atmospheric
component (FGOALS-g1.0) (Yu et al., 2008), which
presented a warming trend in the same location. In
order to find the reason of this bias in the SAT simu-
lation by FGOALS-g1.0, we examined the same SAT
simulation from the C20C experiment using its stand-
alone atmospheric component, GAMIL 1.0. The re-
sults show that GAMIL1.0 presents a warming trend
as FGOALS-g1.0 does, instead of a cooling trend (the
corresponding figure is not shown here). It indicates
that the bias in simulating the SAT over Central East-
ern China by FGOALS-g1.0 is most likely due to the
failure of GAMIL 1.0. In further experiments, how-
ever, GAMIL 1.1.0 successfully represented the sur-
face cooling in the summer, although there is a north-
ward shift in the simulated cooling (Fig. 3; Li et al.,
2007c). The only difference between the two versions
of GAMIL is their cumulus convective schemes: the
Zhang-McFarlane scheme in GAMIL 1.0 and the im-
proved Tiedtke scheme (Li et al., 2007a) in GAMIL
1.1.0. It implies the important role of the cumulus con-
vective scheme in simulating the summertime cooling
over Central Eastern China by the GAMIL. Further
tests are required to investigate whether the FGOALS
could reduce the bias in simulating the cooling trend
through updating the cumulus convective scheme in
its atmospheric component.

5. Evaluation on monsoon simulation

Monsoon is a prevailing surface wind, which
changes direction after several months and alternates
between a wet summer and a dry winter. It brings
persistent and heavy rainfall to a region (i.e., monsoon
region) during a particular season (e.g., summer), and
thus defines one of the essential features of the Earth’s
climate. Because the monsoon plays an important role
in the global atmospheric circulation and affects atmo-
spheric variability of the surrounding areas, studies on
its various aspects, e.g., its annual cycle, onset time,
and intensity variability are of great scientific signif-
icance (Zhang and Li, 2007). Following the develop-
ment of AGCMs and CSMs, numerical simulation has
become more and more important for monsoon study.
However, most of the current CSMs show large errors
in the summer-monsoon simulation, although the
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Fig. 2. Zonal mean of the JJA SAT linear trends during
1951–1999 over East China (102.5◦–122.5◦E) for IPCC
AR4 runs by 19 different models. The observation is
shown as the thick black line [Units: ◦C (50 yr)−1] (Zhou
and Yu, 2006).

annual and seasonal SAT, precipitation, and sea-
level pressure climatology in the East Asian monsoon
(EAM) region are successfully reproduced (Jiang et
al., 2005). Therefore, the monsoon simulation evalu-
ation is necessary to investigate the causes of models’
deficiencies and related mechanisms.

Monsoon simulation evaluation is mainly concen-
trated on the simulations of monsoon variability, onset
and retreat, and spatiotemporal evolution. Evaluation
approaches include traditional ones, such as point er-
ror statistics and correlation analysis (e.g., Wang et
al., 2004b), and most recently developed ones, e.g.,
the analyses based on the season-reliant empirical or-

thogonal function (S-EOF) (Wang et al., 2008a), di-
rected angle (Zhang and Li, 2007), and wind onset and
withdrawal (Li and Zhang, 2008). For example, a pat-
tern correlation analysis on the ensemble simulations
of the Asian-Australian monsoon (A-AM) anomalies
by eleven AMIP AGCMs indicates that the models’
simulations of anomalous Asian summer rainfall pat-
terns in the A-AM region (30◦S–30◦N, 40◦–160◦E) are
considerably poorer than those in the El Niño region
(30◦S–30◦N, 160◦E–80◦W), mainly due to a lack of
skill over Southeast Asia and the western North Pacific
(5◦–30◦N, 80◦–150◦E), which is a striking characteris-
tic of all the models (Wang et al., 2004b). Failing to
represent correctly the negative correlations between
the local summer rainfall and the SST anomalies over
the Philippine Sea, the South China Sea, and the Bay
of Bengal is the main reason of the model deficien-
cies (Wang et al., 2004b). The profound mechanisms
of these deficiencies are related to the uncertainties in
the models’ physical parameterizations and the unrea-
sonable experiment design of AMIP itself in which the
atmosphere is forced by the prescribed SSTs without
any air-sea interactions (ASIs) (Wang et al., 2004b).
The importance of ASI in simulating the Asian sum-
mer monsoon (ASM) is also exhibited in a comparison
between two AGCM runs with and without interac-
tive coupled processes in the great warm pool (GWP)
using the Spectral Atmospheric Model of IAP LASG
(SAMIL) and an ocean mixed layer model (Duan et al.,
2008). Their results show that inclusion of local ASI in
the GWP leads to a substantial improvement in both
the precipitation distribution and monsoon onset tim-
ing in the coupled simulation. The improvement ben-
efits from a mechanism that ASIs modulate SST via
wind-evaporation and cloud-radiation processes and

 

 

Fig. 3. The linear trends of summer (June–August) SAT from (a) CRUTS2.1
and (b) GAMIL1.1.0. The statistical time covers 1951–2000. The interval
in the shaded regions is 0.2◦C per 50 yrs. The solid lines are statistically
significant at the 5% level using a student t-test (Li et al., 2007c).
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in turn influence atmospheric circulations and precip-
itation patterns (Duan et al., 2008). ASIs also play
a crucial role in representing the ENSO-monsoon in-
teraction, the most dominant phenomenon in the cli-
mate system, according to the dramatic improvement
of the simulation of the ENSO-monsoon relationship
in the experiment with the interactive coupled ensem-
ble (ICE) comparing with the results in the experi-
ment without the ICE in which the impact of mon-
soon on the ENSO is absent (Kirtman and Shukla,
2002). The role of ASI is also implied in an evalua-
tion on the simulation of the ENSO-Asian monsoon
interaction by the HadCM3, a version of the Hadley
Centre coupled ocean-atmosphere general circulation
model, which well captures the main features of two
anomalous anticyclones closely related to the develop-
ing and decaying phases of ENSO and with a crucial
role in linking the Asian monsoon to ENSO (Li et al.,
2007d), due to the full inclusion of the ASI processes in
the HadCM3. Their results also indicated that vari-
ability in the ASM seems to be responsible for the
appearance of the western North Pacific anticyclonic
anomaly, which is crucial for the transition from an El
Niño to a La Niña.

Another pattern correlation analysis on the prior-
ity of different components in the A-AM circulations
in terms of reproducibility of a multi-model set of
atmospheric simulations produced by 13 AGCMs, of
which 12 models are from the C20C project partic-
ipants, indicates that among the subsystems of the
wide A-AM, both the South Asian monsoon and the
Australian monsoon circulations are better reproduced
according to Zhou et al. (2008a). The same study also
showed that the western North Pacific monsoon circu-
lation is reasonably represented with a slightly lower
reproducibility because of its delayed response to the
eastern tropical Pacific forcing. However, the EAM
is poorly simulated by these AGCMs with the lowest
reproducibility mainly due to the failure of specifying
historical SST in capturing the zonal land-sea thermal
contrast change across East Asia. Their evaluation
also shows that the multi-model ensemble (MME) has
the best performance in simulating all the A-AM cir-
culation indices except for the Indian monsoon and the
EAM circulation indices.

In order to obtain an integral view of the year-to-
year variability across the entire A-AM system, Wang
et al. (2008a) used the S-EOF to identify two ma-
jor modes of variability in the observations for the
period of 1956–2004, one with a prominent biennial
tendency corresponding to the turnabout of ENSO,
and the other leading ENSO by one year. These two
major modes could be applied to evaluate the per-
formances of both CSMs and AGCMs in simulating
monsoon variability. For example, a comparison ex-

hibits that the two leading modes from the coupled
MME predictions, in terms of both spatial pattern and
temporal evolution, are in general better than or at
least comparable to those from the European Centre
for Medium-Range Weather Forecasts (ECMWF) 40
year Re-analysis (ERA-40) and the National Centers
for Environmental Prediction (NCEP)/Department of
Energy Global Reanalysis 2 (NCEP-2) (Fig. 4), which
again suggested that treating the atmosphere as a
slave may be inherently unable to simulate summer
monsoon rainfall variations in the heavily precipitat-
ing regions (Wang et al., 2008b). A similar conclusion
on stand-alone AGCMs made by Zhou et al. (2008b)
indicates that the SST-forced simulation of the sea-
sonal rainfall anomalies from the MME of 11 AMIP
AGCMs shows a skill comparable to NCEP-2 in re-
producing the first two leading modes of variability,
in terms of the spatial patterns and the corresponding
temporal variations as well as their relationships with
ENSO evolution. As for an individual AGCM simula-
tion, Wu and Li (2008) evaluated the performance of
GAMIL on the retrospective prediction of the A-AM
IAV and its capability in capturing the two major ob-
served modes of A-AM rainfall IAV for the period of
1979–2003 (Wu and Li, 2008). Their results show that
the one-month lead prediction of the seasonal precipi-
tation anomalies by GAMIL can primarily capture the
major features of the two observed leading modes of
the IAV, with the first mode better predicted than the
second. The model is able to well describe the relation-
ship between the first mode and ENSO, but has de-
ficiencies in representing the relationship between the
second mode and ENSO (Wu and Li, 2008). For global
monsoon studies, Wang and Ding (2008) used a three-
parameter metrics: the annual mean and two major
modes of annual variation, namely, a solstitial mode
and an equinoctial asymmetric mode, which together
account for 84% of the annual variance, to represent
the primary climatological features of the tropical pre-
cipitation and low-level circulation. The observed an-
nual modes are used to verify the simulation of the
global monsoon by FGOALS-s1.1 whose atmospheric
component is SAMIL (Zhang et al., 2008a). Their
verification also reveals that FGOALS-s1.1 reasonably
captures the major features of the annual modes of
tropical precipitation, e.g., the maximum centers of
annual-mean rainfall well match the observations and
an equatorial anti-symmetric structure of the monsoon
mode close to the observations, although the model
overestimates the rainfall intensity over the equatorial
Pacific and the tropical South Pacific, underestimates
the rainfall intensity over the northern equatorial Pa-
cific, and fails to simulate the spring-fall asymmetric
mode.

The directed angle, a new concept introduced by
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Fig. 4. Comparison of the performances of the MME and individual predictions,
GPCP estimate, and two (NCEP-2 and ERA-40) reanalyses against the two observed
(CMAP) dominant S-EOF modes of seasonal mean precipitation anomalies. The
abscissa and ordinate represent, respectively, correlation coefficients between the ob-
served and predicted (reanalyzed) anomalies for the first and second modes. The left
panel is for the spatial correlation skill of the eigenvector, and the right panel is for
the temporal correlation skill of the principal component (Wang et al., 2008b).

Zhang and Li (2007), with six categories of wind vec-
tor rotation in a seasonal cycle provides an effective
measure for evaluating model performance in simu-
lating the spatiotemporal evolution of the monsoon,
because of different rotation styles for wind vectors in
different monsoon subsystems in an annual cycle. This
approach was employed to assess the monsoon simula-
tions by eight AMIP AGCMs in the IPCC AR4, which
reveals good reproducibility of the global wind-vector
rotation regimes by most models, very little skill in
simulating monsoon rotation styles by some models,
especially in the South China Sea and West Africa,
and poor model performance during the transitional
season (Zhang and Li, 2007).

The wind onset and retreat are new concepts intro-
duced by Li and Zhang (2008), which provides unique
variables as well as convenience for evaluating simu-
lations of monsoon onset and retreat. These concepts
have been used in assessing monsoon onset and retreat
simulations by seven AMIP AGCMs from the IPCC
AR4 by Li and Zhang (2008), which indicates that (1)
the multi-model ensemble mean simulations are gener-
ally better than any individual model results; (2) the
wind retreat is better reproduced than the wind onset;
(3) three of the AGCMs represent the wind onset well,
namely GAMIL 1.0 (the atmospheric component of
FGOALS-g1.0), MIROC3.2 (medres), and ECHAM5;
and (4) most models can capture the behaviors of the
wind retreat in the tropics. The study also pointed out
the model discrepancies, including the failure in rep-
resenting the dates of sudden change in the monsoon

wind direction by a few models, and the poor repro-
ducibility of the onset and retreat of both rainfall and
OLR in most models.

A sensitivity experiment is also applied to evalu-
ate the monsoon simulation. For example, Kitoh and
Kusunoki (2008) revealed the impact of AGCMs’ hor-
izontal resolution on simulating IAV of the summer
mean precipitation and seasonal march of the monsoon
rain band, by comparing the outputs from a global
20-km mesh AGCM with those from a lower resolu-
tion (180-km mesh) model, both forced by the global
SST during the period of 1979–1998. Their evalua-
tion reveals that the higher-resolution model cannot
only capture correctly orographic rainfall but also rep-
resent small-scale features such as Meiyu/Baiu rain
bands and tropical cyclones than the lower-resolution
model. Zhang et al. (2008b) suggest that the increase
in model resolution can improve the simulation of the
structure, seasonal evolution and IAV of the EASWJ
that are closely related to the EAM, based on a com-
parison between the results from two versions of CSMs
with different resolutions. The performance of a re-
gional climate model (RCM) in simulating the EAM
and precipitation over China during 1998 to 2002 is
also assessed, and the results show that the RCM well
reproduces the seasonal patterns of the mean circula-
tion as well as the intensity and seasonal march of the
EAM, although it has difficulty in simulating the per-
sistent abnormal precipitation pattern over China (Li
and Ding, 2005).
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6. Summary and discussions

A review of climate simulation evaluation is pre-
sented with an emphasis on the discussion of method-
ologies with potential application in the assessment
of climate simulation and the mechanical analysis on
the ITCZ, SAT, and monsoon simulated by mod-
els. The use of two recently developed weather fore-
cast verification measures, namely the spatial verifi-
cation approaches and the probabilistic forecasts and
ensemble verification approaches, in climate simula-
tion verification are also discussed due to some sim-
ilarities between these two verifications. The prob-
able causes of the double ITCZ by coupled models,
such as resolution, convection scheme, stratocumu-
lus cloud cover among other processes in AGCMs
and ocean-atmosphere feedbacks, are examined, using
the system- and component-level evaluation as well as
downscaling strategy. It is pointed out that both cou-
pled and atmospheric models show acceptable skills
in simulating the SAT evolution and variability of the
last century through the correlation and wavelet anal-
ysis, but different performances in representing the re-
gional features. Some traditional and newly proposed
techniques (including the S-EOF and the directed an-
gle) are used for evaluating the simulated monsoon
variability, onset and retreat, and spatiotemporal evo-
lution. The results indicate the inadequate use of
AGCMs in monsoon regions, the poor reproducibility
of rainfall, and the capability of simulating the wind
retreat in the tropics.

We should keep in mind that CSM development
and climate simulation evaluation supplement each
other. Simulation evaluation improves our under-
standing of model deficiencies and their causes and
mechanisms, which is the fundamental premise for im-
proving the model’s description of crucial processes in
the climate system and even proposing new schemes
for models. For this reason, more in-depth assessments
on simulations of many other important events (e.g.,
diurnal cycle, MJO, ENSO, etc.), as well as examina-
tions of simulated mechanisms, forcings, and feedbacks
by individual CSM components should be conducted.
On the other hand, more in-depth simulation evalua-
tions not only depend on the development of new and
better measures but also desire more accurate CSMs
and more reliable simulations. Currently, they are lim-
ited by the imperfectness of CSMs, such as the con-
ceptual problems in conventional model physics: artifi-
cial separation of processes and artificial separation of
scales, in which different physical processes interacted
mainly through the model’s prognostic variables, miss-
ing most of the small-scale interactions between the
processes (Arakawa, 2004).
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