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ABSTRACT

Precipitation and associated cloud hydrometeors have large temporal and spatial variability, which makes
accurate quantitative precipitation forecasting difficult. Thus, dependence of accurate precipitation and
associated cloud simulation on temporal and spatial scales becomes an important issue. We report a cloud-
resolving modeling analysis on this issue by comparing the control experiment with experiments perturbed
by initial temperature, water vapor, and cloud conditions. The simulation is considered to be accurate
only if the root-mean-squared difference between the perturbation experiments and the control experiment
is smaller than the standard deviation. The analysis may suggest that accurate precipitation and cloud
simulations cannot be obtained on both fine temporal and spatial scales simultaneously, which limits quanti-
tative precipitation forecasting. The accurate simulation of water vapor convergence could lead to accurate
precipitation and cloud simulations on daily time scales, but it may not be beneficial to precipitation and
cloud simulations on hourly time scales due to the dominance of cloud processes.
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1. Introduction

Intercomparison studies of atmospheric general cir-
culation models have shown that the uncertainties of
climate simulations and predictions stem mainly from
the treatments of clouds in the models (e.g., Cess et al.,
1990, 1991). The improvement of the representation
of clouds in general circulation models relies on the re-
duction of uncertainties of the diagnostic cumulus pa-
rameterization schemes that are constructed from ob-
servational data and supplemental output from cloud
resolving models. Recently, cloud resolving models
have been embedded within general circulation models
(Grabowski, 2001, 2003; Khairoutdinov and Randall,
2001) and cloud resolving models have been applied

to the global domain (Satoh et al., 2005; Tomita et
al., 2005). The sensitivity of cloud resolving model
to their framework has been intensively tested in re-
cent decades in terms of the horizontal resolution
(Petch and Gray, 2001; Petch et al., 2002), domain
(Petch, 2004, 2006), dimensionality (Grabowski et al.,
1998; Donner et al., 1999; Xu et al., 2002; Phillips
and Donner, 2006; Petch et al., 2008), cloud micro-
physical parameterization (Khairoutdinov and Ran-
dall, 2003), turbulence closure (Cheng and Xu, 2006),
and large-scale forcing (Guichard et al., 2000; Petch,
2004). Khairoutdinov and Randall (2003) found that
uncertainties of initial conditions could lead to much
greater uncertainties in precipitation simulations than
undertainties stemming from cloud microphysical pa-
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rameterization schemes. Petch (2004) showed that the
uncertainties of initial thermal conditions are respon-
sible for the uncertainties of diurnal rainfall in both
phase and amplitude. Li et al. (2006) and Gao and
Li (2008b) revealed that small uncertainties of initial
temperature and water vapor conditions could lead to
the significant uncertainties in cloud and rainfall sim-
ulations.

In this study, we further address the dependence of
accurate cloud and precipitation simulations on tem-
poral and spatial scales by analyzing two-dimensional
cloud-resolving model simulation output from Gao and
Li (2008b) and studying the sensitivities of precipita-
tion and cloud simulations to perturbed initial thermo-
dynamic soundings and cloud conditions with ranges
of observational errors (e.g., Khairoutdinov and Ran-
dall, 2003; Li et al., 2006). The model, experiments,
and methodology are briefly discussed in the next sec-
tion. Results are presented in section 3. A summary
is given in section 4.

2. Model, experiments, and methodology

The data analyzed in this study are from six model
simulations conduced by Gao and Li (2008b), who
used large-scale vertical velocity, zonal wind, and sea
surface temperature averaged over 150◦–160◦E, EQ
from 1100 LST 18 to 1700 LST 26 April 2003 (their
Fig.1 is shown in Fig.1 here) as the model forcing.
The large-scale vertical velocity and zonal wind are
from the 6-hourly National Centers for Environmen-
tal Prediction (NCEP) Global Data Assimilation Sys-
tem (GDAS) data, whereas the daily-mean sea sur-
face temperature is retrieved from the Tropical Rain-

fall Measuring Mission (TRMM) Microwave Imager
(TMI) radiometer with a 10.7 GHz channel (Wentz
et al., 2000). The control experiment is integrated
with the above large-scale forcing. The five perturba-
tion experiments are identical to the control experi-
ment, but with different initial conditions. Two of the
perturbation experiments are perturbed by ±0.5◦C of
mass-weighted mean temperature, whereas two other
perturbation experiments are perturbed by ±1 mm of
precipitable water (PW). The last perturbation exper-
iment is conducted by setting the cloud mixing ratios
to zero after a 6-hour spin-up. The detailed descrip-
tions of these experiments can be found in Gao and Li
(2008b).

The cloud-resolving model (Soong and Ogura,
1980; Soong and Tao, 1980; Tao and Simpson, 1993; Li
et al., 1999) in Gao and Li (2008b) uses cyclic lateral
boundary conditions and includes prognostic cloud mi-
crophysical parameterization schemes (Rutledge and
Hobbs, 1983, 1984; Lin et al., 1983; Tao et al., 1989;
and Krueger et al., 1995) and interactive radiative pa-
rameterization schemes (Chou et al., 1991; Chou and
Suarez, 1994; Chou et al., 1998). The model uses a
horizontal domain of 768 km, a horizontal grid resolu-
tion of 1.5 km., 33 vertical layers, and a time step of 12
s. The model has been used to successfully simulate
convection and to study physical processes associated
with convective development (e.g., Gao and Li, 2008a).

The simulation data are first averaged over differ-
ent spatial and temporal scales and are used to calcu-
late the root-mean-squared (RMS) difference and stan-
dard deviation (SD). The ratio (RS ratio) of the RMS
difference to SD is then calculated to measure the sen-
sitivity of cloud and precipitation simulations to the

 

     Fig. 1. Temporal and vertical distributions of (a) vertical velocity (hPa h−1) and
(b) zonal wind (m s−1) obtained from GDAS for a selected 8-day period. Downward
motion in (a) and westerly wind in (b) are shaded (From Gao and Li, 2008b).
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Fig. 2. RMS differences between perturbation experiments and control
experiment (contours) and the ratios of RMS difference to standard de-
viation (background) of (a) PW, (b) IWP, (c) LWP, (d) Ps, (e) QWVT,
(f) QWVF, (g) QWVE, and (h) QCM as functions of time and spatial
scales for the average of data. The contour intervals of RMS differ-
ences are 0.05 mm for PW, IWP, and LWP, 0.1 mm h−1 for Ps, QWVT,
QWVF, and QCM, and 0.01 mm h−1 for QWVE.

initial conditions. When the RS ratio is smaller than
1, model sensitivity to the uncertainty of the initial
condition is weak and the simulation is considered ac-
curate. When the RS ratio is larger than 1, the model
simulation is strongly sensitive to the uncertainty of
the initial condition.

3. Results

The RMS difference in PW between the perturba-
tion experiments and control experiment varies with
the time scale for the average of data, whereas it is
insensitive to the spatial scale for the average of data
(Fig. 2a). The RS ratio of PW is nearly a constant

(∼ 0.23). This indicates that the initial conditions do
not have significant impacts on PW changes in the
perturbation experiments. The RMS differences in ice
water path (IWP), liquid water path (LWP), and sur-
face rain rate (Ps) increase as time and spatial scales
decrease (Figs. 2b, 2c, and 2d). Accurate cloud and
rainfall simulations, in which the RS ratios of IWP,
LWP, and Ps are smaller than 1, require a small spa-
tial scale (∼ 300 km) for daily averaged data and a
much larger spatial scale (> 750 km) for hourly aver-
aged data.

Since the surface rainfall could result from water
vapor processes including water vapor convergence and
cloud microphysical processes, the water vapor budget
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and cloud budget are combined to form a diagnostic
surface rainfall equation (Gao, et al 2005; Cui and Li,
2006), which can be expressed as

Ps = QWVT + QWVF+QWVE + QCM , (1)

QWVT = −∂[qv]
∂t

, (1a)
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where QWVT is the local watervapor storage, QWVF is
water vapor convergence, QWVE is the surface evap-
oration (Es), QCM is hydrometeor convergence minus
storage, u and w are zonal and vertical air wind com-
ponents, respectively, q5 = qc + qr + qi + qs + qg,
qc, qr, qi, qs, qg are the mixing ratios of cloud water,
raindrops, cloud ice, snow, and graupel, respectively;
a prime denotes a perturbation from the model do-
main mean; the symbol o is for an imposed forc-
ing. This diagnostic rainfall equation shows that the
surface rain rate (Ps) is determined by large-scale
water vapor processes represented by the local wa-
ter vapor change (QWVT), water vapor convergence
(QWVF), surface evaporation flux (QWVE), and small-
scale cloud processes denoted by the local hydrometeor
change/hydrometeor convergence (QCM).

The RMS differences in Ps, QWVT, QWVF, and
QCM have similar magnitudes, which are much larger
than those of QWVE (Figs. 2d–2h). The RS ratio of
QCM is always larger than 1 in the temporal and spa-
tial scales, indicating a large sensitivity of the cloud
simulation to the uncertainty of the initial conditions.
The RS ratio of Ps is smaller than 1 when the spatial
scale is larger than 350 km and the time scale is larger
than 8 hours or when the spatial scale is larger than
750 km and the time scale is smaller than 4 hours. Ac-
curate precipitation simulation, in which the RS ratio
of surface rain rate is smaller than 1, requires a small
spatial scale with a large time scale or a large spatial
scale with a small time scale. This indicates that accu-
rate precipitation simulation in which the RMS differ-
ence is smaller than the SD cannot be obtained on both
fine temporal and spatial scales simultaneously, which
limits quantitative precipitation forecasting. The large
RS ratio for QCM and small RS ratio for Ps implies that
a larger uncertainty exists in cloud simulations than

in precipitation simulations. This does not contradict
the result from Khairoutdinov and Randall (2003) be-
cause different aspects of model simulations such as
QCM and Ps are analyzed in this study based on the
same simulation dataset, whereas differences in the
same variables (e.g., precipitation rate) between the
two sets of ensemble experiments with randomly per-
turbed initial thermodynamic soundings and the same
microphysics scheme and with changed microphysics
parameters and the same initial conditions are exam-
ined by Khairoutdinov and Randall (2003).

When the spatial scale is the length of the model
domain (768 km), the RS ratio of QWVF is nearly zero
since all experiments have the same imposed vertical
velocity that largely determines QWVF. The RS ra-
tios of Ps, QWVT, and QWVE are smaller than 1, while
for QCM the ratio is larger than 1. The water vapor
processes are dominated by water vapor convergence,
which has stronger impacts on surface precipitation
than the cloud processes do when the time scale is
larger than 3 hours, whereas the cloud processes have
dominant effects when the time scales are shorter than
3 hours. This may be due to the fact that the time
scale of water vapor processes (dominated by water va-
por convergence) is mainly determined by the imposed
large-scale vertical velocity (∼ a day), and is much
longer than that of QCM (∼ an hour). The time scales
of fluctuations of QCM are hourly (Fig.8 in Gao and
Li, 2008b). The maximum and minimum of QCM do
not reveal any time preference for occurrence. Thus,
QCM is dominated by cloud activity only.

To further understand the sources of uncertain-
ties of cloud and precipitation simulations, the surface
rainfall budgets can be separated into a water vapor
equation

QWVT + QWVF + QWVE = Sqv
(2a)

and a cloud equation

Ps −QCM = Sqv . (2b)

Here,

Sqv
=[PCND] + [PDEP] + [PSDEP] + [PGDEP]

− ([PREVP] + [PMLTG] + [PMLTS]) .

([PCND] + [PDEP] + [PSDEP] + [PGDEP]) represents the
sink term in the water vapor budget and the source
term in the cloud budget that consist of the vapor con-
densation rate ([PCND]) and vapor deposition rates for
the growth of cloud ice ([PDEP]), snow ([PSDEP]), and
graupel ([PGDEP]); −([PREVP] + [PMLTG] + [PMLTS])
denotes the source term in the water vapor budget and
the sink term in the cloud budget that includes growth
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Fig. 3. RMS differences between perturbation experiments and con-
trol experiment (contours) and the ratios of RMS difference to stan-
dard deviation (background) of (a) mass-weighted mean tempera-
ture, (b) PCND, (c) PDEP, (d) PSDEP, (e) PGDEP, (f) PREVP, (g)
PMLTS + PMLTG, and (h) Sqv as functions of time and spatial scales
for the average of data. The contour intervals of RMS differences are
0.04◦C for mass-weighted mean temperature, 0.1 mm h−1 for PCND,
PREVP, and Sqv , and 0.02 mm h−1 for PDEP, and 0.01 mm h−1 for
PSDEP, PGDEP, and PMLTS + PMLTG.

of vapor by evaporation of raindrops ([PREVP]), evap-
oration of liquid from graupel surfaces ([PMLTG]), and
evaporation of melting snow ([PMLTS]).

The distributions for temporal and spatial scales
of averaged data for the RS ratio of Sqv (Fig. 3h)
are those of Ps, IWP, and LWP. The RMS differences
in vapor condensation between the control experiment
and perturbation experiments are significantly larger
than the RMS differences in the other terms in Sqv

(Fig. 3). Thus, the RS ratio of Sqv is mainly de-
termined by that of vapor condensation. The vapor

condensation is largely determined by the difference
between specific humidity and saturation specific hu-
midity, which is a nonlinear function of temperature.
The RS ratio of mass-weighted mean temperature is
0.25–0.37. Both RS ratios of mass-weighted mean tem-
perature (Fig. 3a) and PW (Fig. 2a) are smaller than
1, but the RS ratio of vapor condensation could be
larger than 1 when the spatial scale is larger than 350
km and the time scale is larger than 8 hours, or when
the spatial scale is larger than 750 km and the time
scale is smaller than 4 hours. This is because the va-
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por condensation is a small residual between the two
large terms of specific humidity and saturation specific
humidity Li et al. (2006). This means smaller uncer-
tainties of temperature and water vapor could lead to
large uncertainties of vapor condensation, which signif-
icantly reduce the predictability of clouds and rainfall.

4. Summary

The temporal and spatial dependence of sensitiv-
ity of cloud and precipitation simulations to uncer-
tainties in initial conditions are examined by com-
paring experiments with perturbed initial conditions
with the control experiment, which were conducted by
Gao and Li (2008b). Our cloud-resolving modeling
analysis demonstrates that accurate precipitation and
cloud simulations cannot be obtained when the spa-
tial scale is smaller than 300 km and the time scale
is a few hours, since the simulations are greatly af-
fected by uncertainties in initial conditions with the
ranges of observational errors. Accurate precipitation
and cloud simulations on daily time scales are asso-
ciated with accurate simulations of water vapor pro-
cesses. However, even accurate simulations of water
vapor processes cannot guarantee accurate precipita-
tion and cloud simulations on hourly time scales be-
cause of the dominance of cloud processes on simula-
tions. The results imply that it is very difficult for
the current modeling framework, given the quality of
initial conditions, to produce meaningful quantitative
precipitation forecasts on fine temporal and spatial
scales.
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