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ABSTRACT

Simulated regional precipitation, especially extreme precipitation events, and the regional hydrologic
budgets over the western North Pacific region during the period from May to June 2008 were investigated
with the high-resolution (4-km grid spacing) Weather Research and Forecast (WRF v3.2.1) model with
explicit cloud microphysics. The model initial and boundary conditions were derived from the National
Centers for Environmental Prediction/Department of Energy (NCEP/DOE) Reanalysis 2 data.

The model precipitation results were evaluated against the Tropical Rainfall Measuring Mission (TRMM)
Multisatellite Precipitation Analysis 3B42 product. The results show that the WRF simulations can reason-
ably reproduce the spatial distributions of daily mean precipitation and rainy days. However, the simulated
frequency distributions of rainy days showed an overestimation of light precipitation, an underestimation
of moderate to heavy precipitation, but a good representation of extreme precipitation. The downscaling
approach was able to add value to the very heavy precipitation over the ocean since the convective processes
are resolved by the high-resolution cloud-resolving model. Moreover, the water vapor budget analysis indi-
cates that heavy precipitation is contributed mostly by the stronger moisture convergence; whereas, in less
convective periods, the precipitation is more influenced by the surface evaporation. The simulated water
vapor budgets imply the importance in the tropical monsoon region of cloud microphysics that affects the
precipitation, atmospheric latent heating and, subsequently, the large-scale circulation.
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1. Introduction

Precipitation is an essential parameter describing
the monsoon climate. The spatial distribution of pre-
cipitation indicates the location of atmospheric latent
heating, and the evolution of precipitation reflects the
variability of the monsoon circulation system. Mean-
while, precipitation is also a key component of the
Earth’s water cycle. Studying precipitation charac-
teristics is very important for understanding monsoon
circulation and its relationship with the Earth’s water
cycle. However, accurate simulation of summer pre-
cipitation, particularly in tropical regions, remains a

major challenge (Jenkins, 1997; Kunkel et al., 2002).
Modeling and predicting tropical atmospheric phe-
nomena such as summer monsoon activity still has its
barriers because of a lack of fundamental knowledge
about tropical convection interacting with tropical cir-
culation.

The East Asian (EA) monsoon and western North
Pacific (WNP) monsoon affect not only the regional
climate but also the global climate through water and
energy exchange processes (Lau and Weng, 2002). In
the past two decades, studies on the WNP summer
monsoon by using reanalysis data and satellite pre-
cipitation datasets have been conducted (Murakami
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and Matsumoto, 1994; Wang et al., 2001; Wang and
LinHo, 2002; Conroy and Overpeck, 2011). The cli-
mate over the WNP region depends on the atmo-
spheric and oceanic conditions of tropical and subtrop-
ical regions. So, moisture transport and the hydrolog-
ical cycle over the EA–WNP region are more com-
plex than those over other regions. For example, the
sources of water vapor variation over the EA–WNP
region can come from three areas: the northern In-
dian Ocean, the South China Sea (SCS), and the WNP
(Zhou and Yu, 2005; Ding and Sikka, 2006). Further-
more, the spatial heterogeneity of rainfall in this region
may respond nonlinearly to changes in the forcing fac-
tors (Zhou et al., 2009). Owing to a lack of conven-
tional observations, relatively few studies to date have
been dedicated to regional model performance over the
WNP region. Our study focuses on the climatology
during the onset of the SCS–WNP summer monsoon
in the period from May to June 2008.

It is known that in existing global general circu-
lation models (GCMs), horizontal grid intervals are
too coarse for applications at regional-scale regimes
(Leung et al., 2003; Giorgi, 2006). To mitigate this
problem, a dynamical downscaling strategy to repre-
sent regional weather phenomena influenced by the
local topography or small-scale atmospheric features
has been conducted in many previous studies (Giorgi,
1990; Christensen et al., 1998; Liang et al., 2004; Cas-
tro et al., 2005; Kanamitsu and Kanamaru, 2007), in
which GCM or reanalysis data are used to provide
the boundary conditions for more spatially-detailed
climatological simulations over a region of interest.
Note that regional models can add value, but only
for certain variables and locations. Winterfeldt et al.
(2010) showed that dynamical downscaling does not
add value to the wind speed in open ocean areas be-
cause of the relatively homogeneous surface over the
ocean. In addition, the effects of spatial resolution on
regional climate simulations have been extensively dis-
cussed. Leung and Qian (2003) analyzed the results
of 5-yr regional simulations for the Northwest Pacific
and California, and demonstrated that a 13-km nest
produces more realistic seasonal mean precipitation as
well as more frequent heavy precipitation compared to
a 40-km nest. Kobayashi and Sugi (2004) showed that
synoptic-scale climate phenomena are well represented
and more tropical cyclones with higher intensities can
be captured when GCM resolution is increased, there-
fore improving the simulation of Asian monsoon. Im-
proved precipitation simulation with higher spatial res-
olution has generally been reported in many climate
studies due to the detailed representation of terrain
effects and spatial heterogeneity, as well as the better
depiction of mesoscale processes. But still, most re-

gional climate simulations continue to use a relatively
coarse grid resolution (about 10–40 km).

In addition, Randall et al. (2007) pointed out that
the cumulus parameterization scheme used in GCMs
is another major cause of ambiguity for climate sim-
ulation. Details of cloud microphysics are beginning
to be introduced into regional climate studies. Miura
et al. (2007) conducted a global cloud resolving sim-
ulation with a grid size of a few kilometers in a non-
hydrostatic icosahedral atmospheric model (NICAM).
Tao et al. (2003b) simulated the mesoscale convective
systems over the SCS region with a regional climate
model and a cloud-resolving model, and indicated that
a better reproduction of rainfall processes probably
needs cloud-scale models. The impacts of cloud micro-
physics on simulated surface precipitation have been
widely studied (Jankov et al., 2009; Chin et al., 2010).
Milbrandt et al. (2010) reported a great sensitivity in
both precipitation and hydrometeor mass fields to the
number of predicted moments in a bulk microphysics
scheme. However, until recently, few models have been
run only explicitly using microphysics (i.e., no cumulus
parameterization) and with fine enough grid spacing to
investigate the regional climate mechanisms.

The long-term goal of this study is to refine our un-
derstanding of clouds and precipitation over the trop-
ical Pacific warm pool and their interaction with cli-
mate oscillations at seasonal or longer time scales. So,
the basic properties of simulated precipitation as well
as the regional water cycle within the framework of
high-resolution dynamical downscaling should first be
explored. Several questions should be addressed in
this context: (1) How well does Weather Research and
Forecast (WRF) model high-resolution downscaling
simulated precipitation agree with observations over
the WNP region? (2) Is the microphysics crucial for
adequate performance of climatological precipitation
over the ocean? (3) How well does the WRF model
represent regional hydrologic budgets?

The primary focus of this paper is to report upon
investigations into the capability of the cloud-resolving
WRF model to simulate the characteristics of regional
precipitation, especially extreme precipitation events,
as well as regional hydrologic budgets, over the WNP
region. The paper is organized as follows. Section
2 describes the model, data and experimental design.
Section 3 examines the thermodynamic variables. Sec-
tion 4 discusses the simulated and observed daily mean
precipitation, percentage of rainy days, precipitation
frequency distribution and extreme precipitation. The
hydrologic budgets are presented in section 5, and a
summary is given in section 6.



NO. 6 GAO AND SUI 1697

2. Numerical model and validation dataset

2.1 Model description and experimental de-
sign

The model employed was the WRF model version
3.2.1 (Skamarock et al., 2008). It is a non-hydrostatic,
terrain-following meso-scale model, and is designed for
short-term weather forecasting and long-term climate
simulation.

The Chinese Academy of Meteorological Sci-
ences (CAMS) two-moment microphysics scheme was
adopted as an alternative microphysical scheme. It
was developed by Hu and He (1988) and has been
tested and employed in many previous studies (Hu
and He, 1989; Lou et al., 2003; Li et al., 2008; Gao
et al., 2011a, b). A total of 11 microphysical vari-
ables including the mixing ratio of vapor, the mixing
ratios and number concentrations of cloud droplets,
rain, cloud ice, snow, and graupel are predicted in
the CAMS microphysics scheme. In recent years, the
scheme has been significantly improved, such as a more
accurate calculation of supersaturation, more detailed
treatment of autoconversion and droplet nucleation
parameterization. Gao et al. (2011b) evaluated and
improved the CAMS raindrop microphysical param-
eterization against Southwest Monsoon Experiment
(SoWMEX)/Terrain-influenced Monsoon Rainfall Ex-
periment (TiMREX) observations in June 2008.

The model domain is designed to consist of three
one-way nested domains, as shown in Fig. 1. The
number of grid points (lon×lat×height) and corre-
sponding grid resolutions for domains 1, 2 and 3 are
290×210×35 at 36 km, 541×421×35 at 12 km, and
883×691×35 at 4 km, respectively. To capture the
large-scale processes important to the WNP climate,

Fig. 1. Geographic locations of the three domains used
in the numerical simulation.

the outermost domain covers the entire East and Cen-
tral Asia continental area and much of the western
Pacific Ocean. Such a large outer domain ensures
that the weather systems approaching the WNP re-
gion are free from lateral boundary influences. The
second nested domain covers the EA continent and
the WNP region. The innermost domain covers the
SCS and portions of the WNP region.

For non-hydrostatic cloud resolving models, the
grid resolution has certain impact on the resolved con-
vective processes. Weisman et al. (1997) suggested
that a minimum grid size of 4 km is required to reason-
ably simulate the internal structures and meso-scale
circulations of a mid-latitude squall line. Satoh et
al. (2010) showed using a global cloud-resolving model
with mesh sizes of 3.5, 7 and 14 km, along with satel-
lite data, that the simulated cloud thickness and size
of mesoscale convective system depend quantitatively
on the model resolution. Based on the above consid-
erations and the limitation of computer resources, we
chose the grid size of 4 km for the current study.

The initial and lateral boundary conditions
were interpolated from the National Centers for
Environmental Prediction/Department of Energy
(NCEP/DOE) Reanalysis 2 data (hereafter R2)
(Kanamitsu et al., 2002). The lateral boundary con-
ditions were updated every six hours. Because the
study area is over the ocean, the SST is important
to the simulated precipitation (Wu et al., 2009; Hill
et al., 2011), so the SST used in the WRF model
was also updated every six hours from R2 data. The
physics schemes used were the Noah land surface
model (Chen and Dudhia, 2001), the Yonsei Univer-
sity (YSU) planetary boundary layer scheme (Hong
et al., 2006), the Grell-Devenyi cumulus parameter-
ization scheme (Grell and Devenyi, 2002), the rapid
radiative transfer model longwave radiation scheme
(Mlawer et al., 1997), and the Dudhia shortwave radi-
ation scheme (Dudhia, 1989). No cumulus parameter-
ization was used in domain 3. In order to assess the
impact of microphysics on the precipitation process
at a model resolution of 4 km, two cloud microphysics
schemes were used: the Goddard 3ICE (Tao and Simp-
son, 1993) and the CAMS scheme. Goddard 3ICE is
a one-moment scheme; it predicts only the mixing ra-
tios for five hydrometeor species. Tao et al. (2003a)
later added new saturation techniques in the micro-
physical processes related to phase change. Whereas,
the CAMS microphysics is a two-moment scheme; it
predicts both the mixing ratios and number concen-
trations for five hydrometeor species.

The simulation period was from 0000 UTC 1 May
to 2400 UTC 30 June 2008. The model was re-
initialized every two days. Each re-initialization ran
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for 12 hours proceeding the initial time of each 2-day
simulation by nudging the horizontal winds above 850
hPa toward the reanalysis values. The re-initialization
was a simple spin-up run to produce a set of initial
fields in the two-month integration period to mitigate
climate drift in regional climate simulations (Dickin-
son et al., 1989; Qian et al., 2003). The grid nudging
was applied in the two outer model domains but not
in the innermost domain, which allowed the model to
freely develop atmospheric structure at a finer spatial
scale. The model outputs at every 6 hours were used
for the evaluation.

2.2 Validation dataset

The Tropical Rainfall Measuring Mission (TRMM)
3B42 rainfall product version 6, a high spatial
(0.25◦×0.25◦) and high temporal (3 h) satellite-derived
precipitation dataset available in the latitude band
50◦S–50◦N from 1 January 1998 to present, was used
to validate the simulation results. These data are cre-
ated by blending passive microwave data [e.g., TRMM
Microwave Imager (TMI), Special Sensor Microwave
Imager (SSM/I), Advanced Microwave Scanning Ra-
diometer (AMSR), Advanced Microwave Sounding
Unit (AMSU)] and infrared (IR) data collected at
geosynchronous Earth orbit and based on calibration
by the TMI-PR combined rain estimates. The physics-
based microwave rain estimates were used where avail-
able, and the remaining areas were filled with the IR
rain estimates calibrated by microwave data (Huffman
et al., 2007).

3. Evaluation of model thermodynamic vari-
ables

To evaluate the state variables, we compared the
model-simulated temperature and humidity with R2
data. Figure 2 shows the difference of mean dry static
energy (DSE = cpT + gz, where cp is the specific
heat at constant pressure, T the absolute tempera-
ture, g the gravitational acceleration, and z the height
above surface) and latent heat energy (Lvqv, where
Lv is the latent heat of vaporization, qv the water
vapor mixing ratio) averaged over domain 3 during
May and June 2008 between WRF simulations and R2
data. The value of DSE shown in Fig. 2a was deter-
mined mainly by the air temperature. The model tem-
perature by the two cloud schemes differed from the
R2 data within 1◦C, and the CAMS-scheme-simulated
temperature was slightly warmer than that in the God-
dard scheme. Compared with the R2 data, the two
simulations showed a common warm bias in the upper
troposphere above 200 hPa, and a common cold bias
in the lower troposphere below 850 hPa. Associated
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Fig. 2. Difference of (a) DSE and (b) Lvqv (kJ kg−1)
between the WRF simulations and R2.

with the model cold bias in the lower troposphere,
model results also showed a common moist bias. How-
ever, the two microphysics schemes produced opposite
moisture biases above 850 hPa. The larger amount of
precipitation in the CAMS scheme suggests stronger
convective activities and thus greater latent heating,
leading to warmer temperatures. Additionally, the
stronger convection in the CAMS scheme would re-
sult in stronger vertical moisture transport from the
PBL to upper levels, responsible for the wetter free
troposphere and drier PBL, than those in the God-
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dard scheme.
The diurnal cycles of model temperature and hu-

midity were further examined by forming a diurnal
composite of the vertically-integrated saturation wa-
ter vapor mixing ratio (qs) and the water vapor mix-
ing ratio averaged over domain 3 from 30 consecutive
two-day integrations. The composites for qs and qv

are shown in Fig. 3a and 3b, respectively. Since qs

is a function of temperature, the diurnal qs from R2
shows a maximum value near 0600 UTC (1400 LST)
and a cooling trend toward a minimum value near
2400 UTC (0800 LST) with an amplitude of about
4 kg m−2. The two WRF simulations show a sim-
ilar diurnal change characterized by a warm phase
near 0600 to 1200 UTC and a cold phase near
1800 to 2400 UTC with a smoother phase change
and a weaker amplitude than in R2. The dif-
ference between the simulated and assimilated qs

probably resulted from the cloud radiative interac-
tions in the cloud-resolving physics. The higher qs

from the CAMS scheme than that from the God-
dard scheme (by about 1–3 kg m−2) is consistent
with the difference in simulated DSE profiles. The
composite curves of qv for the model and R2 data
show weaker diurnal cycles with no consistent phase
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Fig. 3. Diurnal composites of vertically integrated (a)
saturation water vapor mixing ratio and (b) water vapor
mixing ratio (kg m−2) averaged over domain 3 from 30
consecutive two-day integrations.

changes. This indicates that the water vapor field in
domain 3 is mainly dominated by synoptic-scale dis-
turbances. The simulated qv by the CAMS scheme was
somewhat larger than that by the Goddard scheme,
but the simulated precipitation by the CAMS scheme
was significantly larger than that by the Goddard
scheme, which correlated with the moisture conver-
gence. This will be discussed in detail in section 5.

4. Evaluation of model precipitation

Precipitation is an important quantity in climate
studies, and reducing the precipitation bias is one
of the major goals for regional climate simulations.
TRMM 3B42 daily precipitation data were used as
a reference in this study. The R2 data and WRF
simulations were spatially re-gridded onto 0.25◦ grid
points, the same as the TRMM dataset, for point-
by-point comparison purposes. Interpolation was not
used when calculating the precipitation frequency.

4.1 Mean precipitation pattern

Figure 4 shows the spatial distribution of time-
mean precipitation during May to June 2008 from
TRMM observations, R2 data, and WRF simulations.
The major monsoon rainbands were located over the
Philippine Sea, SCS, and the southeast China coast.
The location of the rainfall center over the ocean was
near (9.5◦N, 131◦E), and the maximum value was
about 21 mm d−1 (Fig. 4a). The WRF simulations
reproduced the characteristics of daily mean precipi-
tation well based on a comparison with TRMM ob-
servations. The patterns of spatial distribution from
the WRF model showed clear improvement compared
with R2, which produced a wet bias over the ocean,
and a strong dry bias over the southeast China coast.
The Goddard scheme reduced the wet bias of R2 over
the ocean, and the CAMS scheme introduced a wet
bias relative to R2. Though the CAMS scheme pro-
duced the maximum daily mean precipitation with a
value of about 21 mm d−1 over the ocean, which is
similar to the TRMM observation, it overestimated
to a certain extent the range of heavy precipitation.
The spatial distributions of daily mean precipitation
in Fig. 4 show that the two microphysics schemes pro-
duced similar precipitation patterns, but quite differ-
ent precipitation amounts.

To quantitatively evaluate the performances of the
WRF model in its simulation of precipitation, the
time-mean precipitation averaged over domain 3, the
pattern root mean square error (RMSE) and pattern
correlation coefficients with respect to TRMM obser-
vations are listed in Table 1. The results show that the
simulated spatial and temporal mean precipitation in
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Fig. 4. Spatial distribution of daily mean precipitation (mm d−1) during May to June 2008 from
(a) TRMM, (b) R2, and (c, d) WRF simulations.

Table 1. Area-averaged daily mean precipitation
(mm d−1), pattern RMSE (mm d−1) and pattern correla-
tion coefficients between the observed and simulated daily
mean precipitation shown in Fig. 4.

Mean Spatial Spatial
RMSE correlation

TRMM 7.03 – –
R2 7.38 4.20 0.26

Goddard 6.24 3.26 0.53
CAMS 8.01 4.00 0.48

the Goddard scheme was slightly less than in the ob-
servation, while that in the CAMS scheme was some-
what larger, indicating that climatological precipita-
tion in the northwest Pacific warm monsoon season is
sensitive to the cloud microphysics scheme. Note that
the two-moment microphysics does not necessarily cor-
respond to more accurate precipitation compared to
the one-moment microphysics scheme because there
are still many uncertainties in the cloud microphysics

parameterizations, especially in long-term simulations.
Wang et al. (2003) and Lee et al. (2004) also showed
that the skill in simulating tropical precipitation sys-
tems is generally poorer than that in mid-latitude sys-
tems due to weak baroclinic instability and compli-
cated physical processes in East Asia. Table 1 fur-
ther shows that the precipitation simulated by the two
microphysics schemes had smaller pattern RMSE and
higher pattern correlation with the TRMM precipita-
tion than that by R2. This indicates that the high-
resolution WRF, with an explicit cloud microphysics
scheme, can reasonably resolve mesoscale variability,
and is capable of simulating the accumulated precipi-
tation distribution in properly designed regional down-
scaling simulations.

4.2 Temporal evolution of precipitation

The model performances in reproducing the north-
ward migration of tropical and subtropical fronts and
associated rain bands were examined. Figure 5 shows
the time–latitude cross section of daily precipitation
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Fig. 5. Precipitation (mm d−1) as a function of time and latitude averaged over 110◦–145◦E from
(a) TRMM, (b) R2, and (c, d) WRF simulations.

along the longitudinal band between 110◦E and 145◦E.
Two major phases (middle of May and end of June)
of northward movement of the convection zone from
near the equator to about 25◦N can be seen. The av-
erage speed of northward propagation was about 1.0◦

latitude per day. The northward movement reflected
the seasonal migration of the EA–WNP monsoon rain
bands. The WRF model and R2 reanalysis generally
reproduced the two northward marches of rain bands.
However, they both failed to simulate the weak north-
ward rain band from 10◦N to 25◦N in the period from
the end of May to early June. In addition, the tempo-
ral correlation coefficients between TRMM-observed
and WRF-simulated daily precipitation were similar
to those between TRMM-observed and R2 (averaged
∼0.34), indicating that the current WRF downscaling
simulation does not improve the temporary variability
significantly. This is due to there being many atmo-
spheric variability fields, which leads to precipitation
being constrained by observations twice a day in the
reanalysis data, so no obvious improvement is achieved
in the timing of precipitation.

4.3 Precipitation frequency

Next, we analyzed the frequency distributions
of rainy days and precipitation amounts. The per-

centages of all days with precipitation exceeding
0.1 mm d−1 (the definition of a rainy day in this study)
and 50 mm d−1 during May to June 2008 were cal-
culated. The percentage of rainy days can often be
affected by the use of re-gridded data (Osborn and
Hulme, 1997; Ensor and Robeson, 2008), which poten-
tially can generate systematic biases in any compar-
isons being made. For example, the averaged precipi-
tation frequency of rainy days will increase by around
15% when using re-gridded data instead of original
data. Therefore, in this study, the results from all
original model outputs were used when calculating the
precipitation frequency.

The percentage of rainy days according to the
TRMM dataset is higher over the southernmost and
northernmost regions of domain 3. The R2 data over-
estimate the frequency of rainy days over the ocean
compared to the TRMM dataset. As we expected, the
patterns of rainy day frequency improved in the WRF
simulations compared to R2-based results (Fig. 6).
The WRF simulations evidently reduced the percent-
age of rainy days in the southern part of the domain
and increased that in the northern part, conforming
to the TRMM observations. Note that the CAMS
two-moment scheme produced a few more rainy days
than the Goddard one-moment scheme (areas where
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Fig. 6. Percentage of days with precipitation rate exceeding 0.1 mm d−1 during May to June 2008
from (a) TRMM, (b) R2, and (c, d) WRF simulations.

the percentage of rainy days was less than 30% were
found). This is consistent with the conclusion of Mor-
rison et al. (2009), who found that the two-moment
microphysics scheme can produce a wider spread of
stratiform precipitation as a result of a weaker rain
evaporation rate below the melting layer, compared to
the one-moment microphysics in the stratiform region.
The rate of rain evaporation is related to the raindrop
intercept parameter, which is specified as a fixed value
in the Goddard one-moment scheme (8×106 m−4) and
is usually larger than that in the CAMS two-moment
scheme in the stratiform region. That is, the rain-
drop number concentration in the CAMS scheme is
less than that in the Goddard scheme in the stratiform
region, resulting in a weaker rain evaporation rate and,
subsequently, a greater frequency of rainy days. Ad-
ditionally, the representation of droplet number con-
centration is another probable reason for the differ-
ence (no droplet number concentration in the Goddard

scheme). Saleeby et al. (2010) showed an increase in
aerosol concentration over the East China Sea by the
discrepancies in rainfall estimates between the TRMM
PR and TMI sensors. The droplet number concentra-
tion from the CAMS scheme (sometimes up to 3×108

m−3) is like the real environment, and will reduce the
autoconversion efficiency of cloud water to rain under
the same atmospheric conditions, especially relative
humidity. As a result, the raindrop number concen-
tration decreases and the raindrop mean diameter in-
creases, leading to high rainfall frequency during the
precipitation formation process in the case of sufficient
water vapor.

Table 2 shows the mean precipitation amount, per-
centage of rainy days, and precipitation intensity (pre-
cipitation divided by percentage of rainy days) av-
eraged over domain 3. Some previous studies have
focused on these characteristics of precipitation (Dai,
2001; Sun et al., 2006). The percentage of rainy days
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Table 2. Area-averaged daily mean precipitation
(mm d−1), percentage of rainy days (%) and precipi-
tation intensity (mm d−1).

Mean Rainy days Intensity

TRMM 7.03 47.4 14.8
R2 7.38 55.6 13.3

Goddard 6.24 49.1 12.7
CAMS 8.01 57.1 14.0

with precipitation exceeding 0.1 mm d−1 from the
TRMM dataset was 47.4%. The R2 data and the WRF
model outputs fell between 49.1% and 57.1%, slightly
larger compared to the results from the TRMM ob-
servations. The percentage of rainy days from the
Goddard scheme tends to be lower than that from the
CAMS scheme, as discussed above. As a result, the
model precipitation intensities from R2 data and WRF
simulations were slightly weaker than the TRMM pre-
cipitation intensity.

The percentage of days with heavy precipitation
(exceeding 50 mm d−1) is shown in Fig. 7. Typical

summer monsoon heavy rainbands are located over the
Philippine Sea, SCS, and southeast China coast. The
R2 results, limited by the coarse resolution and cumu-
lus parameterization, showed an underestimation of
heavy rainfall events compared to the TRMM obser-
vations. The WRF downscaling simulations evidently
improved upon the R2-based results, especially over
southeastern China and SCS. However, the CAMS
scheme overestimated the frequency of heavy precipi-
tation by up to 3–6 percentage points over the Philip-
pine Sea, resulting in larger precipitation amounts over
that region. Note that the broad feature of heavy pre-
cipitation frequency followed a similar spatial pattern
to that of daily mean precipitation (Fig. 4), especially
for the locations with maximum values. This indi-
cates that the maximum accumulated precipitation
amount is clearly attributable to the heavy precipi-
tation events.

To further examine the rainfall frequency distribu-
tion, the observed TRMM daily precipitation in the
period May to June 2008 within domain 3 was par-
titioned into 12 bins (only rainy days were included),

Fig. 7. The same as Fig. 6, but for precipitation rate exceeding 50 mm d−1.
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covering the first nine decile bins (0%–10%, 10%–20%,
. . . 80%–90%) and the 90%–95%, 95%–99%, and 99%–
100% bins. In the following discussion, the 0%–30%
bin is taken as light precipitation, the 30%–60% bin
as moderate precipitation, the 60%–90% bin as heavy
precipitation, the 90%–100% bin as very heavy precip-
itation, and the top 1% as extreme precipitation.

In addition to the TRMM data, we also calculated
R2-based frequency distributions and WRF-simulated
rainfall data. The results are shown in Fig. 8. For
light precipitation, and in the first percentile bin in
particular (precipitation rates between 0.1 and 0.6 mm
d−1), the WRF-simulated frequency was much higher,
while that based on R2 data was lower. Some previous
studies have also reported an overestimation of light
precipitation by the Goddard microphysics scheme in
a 3-month simulation (Liu et al., 2011). For mod-
erate to heavy precipitation, the WRF-simulated fre-
quency was generally lower, whereas that from R2 data
was somewhat higher. Moreover, R2 obviously un-
derestimated very heavy precipitation, especially the
top 1% extreme precipitation (>107.5 mm d−1). The
above features confirm the reasoning that R2 cannot
resolve the physical processes associated with intense
mesoscale weather systems to produce extreme precip-
itation. The WRF model was found to overestimate
the rainfall distributions of small events at the expense
of large ones and slightly overestimate extreme events
at the expense of small ones, resulting in less moderate
to heavy precipitation. The WRF-simulated extreme
events were in good agreement with the TRMM ob-
servations because of the cloud-resolving microphysics

within the high-resolution WRF model. A better rep-
resentation of climate extremes is a key considera-
tion for regional climate simulation, and the WRF re-
sults reported here show reasonable skill and add more
value to the downscaling approach in reproducing very
heavy precipitation.

The WRF-simulated precipitation frequency by
the two cloud schemes in Fig. 8 show that the CAMS
scheme produced less frequent light rains and slightly
more frequent heavy rains compared with those from
the Goddard scheme. Note that only the days with
precipitation amount exceeding 0.1 mm d−1 were used
in the statistics. Li et al. (2011) showed that light rains
occur less frequently and heavy rains occur more fre-
quently under polluted conditions compared to clean
conditions using observations from a site on the South-
ern Great Plains during summer seasons. Here, the
simulated droplet concentration in the CAMS scheme
sometimes reached up to ∼3×108 m−3 and was higher
than the common value over the ocean (∼0.5×108

m−3), to a certain extent like the real polluted con-
ditions over the WNP region (Berg et al., 2008). In
addition, the features of precipitation frequency dis-
tribution from R2 were qualitatively opposite to those
from WRF simulations, probably due to the different
moisture physics treatment, i.e., the cloud-resolving
microphysics used in the WRF model versus the cu-
mulus parameterization used in R2. The stratiform
precipitation area simulated by cloud-resolving micro-
physics is usually larger than that by cumulus param-
eterization (Chin et al., 2010).

To investigate the distribution of precipitation
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Fig. 9. Percentage of observed and simulated precipitation amount as a func-
tion of precipitation rate over domain 3.

amount, Fig. 9 shows the observed and simulated per-
centage of precipitation amount in the two summer
monsoon months over domain 3 as a function of pre-
cipitation rate. The bins used here represent light (0–
30%), moderate (30%–60%), heavy (60%–90%), and
very heavy (90%–95%, 95%–99% and 99%–100%) pre-
cipitation, respectively. The TRMM observations ex-
hibited a broad frequency distribution with the peak
between 9.9 and 38.4 mm d−1 (the third bin, heavy
rain). The WRF simulations produced slightly more
light precipitation than the TRMM observations be-
cause of too many light rain days (Fig. 8). Light pre-
cipitation contributed only about 3% of the total pre-
cipitation amount, although the occurrence frequency
was the highest. The total precipitation amount came
mainly from the heavy precipitation bin, and R2 over-
estimated the contribution of heavy precipitation to
total precipitation (∼53%) because of the higher oc-
currence frequency. In addition, the percentages for
very heavy precipitation (exceeding 56 mm d−1 above
top 5%) in R2 decreased rapidly, corresponding to the
lower occurrence frequency of very heavy precipita-
tion. On the contrary, the WRF simulations were
slightly stronger, but close to the TRMM observations.
The accumulated extreme precipitation amount (top
1%) was comparable to that of moderate precipitation
(second bin).

One of the main advantages of dynamical down-
scaling identified in previous studies is the improve-
ment in simulating extreme events over land due to a
more realistic representation of topography. Our re-
sults also showed a notable improvement in simulated

extreme precipitation over the ocean, apparently due
to explicitly resolved cloud microphysics with high spa-
tial resolution. Note that some heavy precipitation
events over the southeast China coast were included
in our analysis, but the majority of very heavy pre-
cipitation events occurred over the WNP region, and
the rainfall statistics shown in Figs. 8 and 9 were not
affected.

5. Hydrologic budgets

In this section, the hydrologic budget is analyzed
to further understand relevant precipitation processes.
We calculated the atmospheric hydrologic budget av-
eraged over domain 3 during May to June 2008 by
the following conservations equation for water vapor
(Peixoto and Oort, 1983):

∂

∂t

1
g

0∫

ps

qdp +∇ · 1
g

0∫

ps

qV dp = E − P , (1)

where q and V are specific humidity and horizontal
wind vector at pressure level p, respectively; ps is the
surface pressure; the first two terms on the left-hand
side represent the tendency change of precipitable wa-
ter and the moisture flux divergence, respectively; and
E and P on the right-hand side are surface evapora-
tion and precipitation, respectively. We used the 6-
hourly reanalysis data and model outputs to calculate
the above budget terms.

Figure 10 shows the simulated daily mean moisture
convergence, evaporation, precipitable water tendency,



1706 ANALYSIS OF RAINFALL AND WATER CYCLE OVER WNP VOL. 30

Fig. 10. Daily mean (a) moisture convergence, (b) evaporation, (c) precipitable water tendency,
and (d) precipitation (mm d−1) derived from the CAMS microphysics scheme during May to June
2008.

and precipitation by WRF with the CAMS scheme.
The results show that the spatial distribution of pre-
cipitation coincided with that of moisture convergence,
and evaporation had a near uniform distribution with
a magnitude close to half of the precipitation amount.
This is similar to the result of Xue et al. (2004) who
argued that the monsoon precipitation over East Asia
and West Africa is more closely related to the moisture
convergence field than to surface evaporation.

Integration of Eq. (1) over domain 3 yields

MC = P − E + dW . (2)

Equation (2) states the total amount of water va-
por that enters the domain (MC) should be balanced
with the precipitation and precipitable water tendency
(dW ) minus evaporation (Wang and Yang, 2008). Fig-
ure 11 exhibits the time evolutions of the four mois-
ture budget terms in Eq. (2) based on R2 data and
WRF simulations. The red line denotes the resid-
ual term (MCres) defined as the sum of the three

terms on the right-hand side of Eq. (2). The results
show that the water vapor convergence in R2 forcing
fields differed somewhat from the residual term MCres

(Fig. 11a). This imbalanced water vapor budget in re-
analysis data is mainly induced by the artificial nudg-
ing process (Roads et al., 2002), but the imbalance
from R2 here was small because the budget was aver-
aged mostly over the ocean instead of over land (the
latter being made up of mountains, various vegetation
types etc., which can cause large differences in surface
heating). The calculated budgets from the two WRF
outputs were balanced with the vapor convergence
(MC) in close agreement with MCres (Figs. 11b and c).
The temporal mean vapor budget terms in Eq. (2) for
the period of May to June 2008 (Table 3) show that
R2-based and WRF-simulated values of evaporation
were basically similar (nearly 4 mm d−1); however,
the moisture convergence in the CAMS scheme was
about three times stronger than that in the Goddard
scheme. Consequently, the simulated total precipitat-
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(a) R2

(b) Goddard

(c) CAMS

Fig. 11. Time evolution of the daily mean moisture bud-
get averaged over domain 3 from (a) R2, (b) Goddard,
and (c) CAMS simulations.

ion in the CAMS scheme was larger than that in the
Goddard scheme. This is more evident in Fig. 11 dur-
ing the periods of heavy precipitation in the middle of
May and at the end of June; the precipitation intensity
was quite consistent with the amount of moisture con-
vergence, corresponding to the strong monsoon rain

Table 3. The daily mean hydrologic budget terms
(mm d−1) averaged over domain 3 during May to June
2008.

MC E P dW

R2 3.03 3.86 7.38 0.05
Goddard 1.31 4.58 6.24 −0.45
CAMS 4.26 4.38 8.01 0.42

bands reported in Fig. 5. This indicates that the heavy
precipitation events were contributed to mainly by the
stronger moisture convergence. During less convective
periods, the mean evaporation contributed more to the
mean precipitation amount than the moisture conver-
gence. The magnitude of mean precipitation with the
Goddard scheme during these periods was almost the
same as that of evaporation.

Figure 12 shows the mean moisture flux vector
(m kg s−1 kg−1) at 850 hPa and the corresponding
moisture flux convergence fields (mm d−1) averaged
over May and June 2008 derived from R2 data and
WRF simulations. The patterns of moisture flux con-
vergence were generally in agreement with that of daily
mean precipitation (Fig. 4), implying that the spatial
distribution of precipitation is mainly decided by the
moisture convergence field. Two major flows of water
vapor transport are evident in the region of analysis:
one from the Bay of Bengal, entering into southeast-
ern China and the subtropical WNP region through
the SCS; and the other from the tropical western Pa-
cific, entering the subtropics along the western edge
of the WNP subtropical high. The wind direction
near the southern boundary in the Goddard scheme
(Fig. 12b) was almost easterly, resulting in less water
vapor transport into the domain. The moisture con-
vergence from the CAMS scheme over the WNP region
was stronger than that from the Goddard scheme be-
cause of the differences in simulated wind fields. In
addition, the WRF simulations showed weaker mois-
ture convergence over the western SCS and stronger
moisture convergence over southeastern China com-
pared to those in R2.

Although the two WRF simulations were subject
to the same boundary forcing from R2, the two mi-
crophysics schemes caused considerable differences in
the simulated location and strength of precipitation
and atmospheric latent heating, which could further
modify the large-scale circulation via thermodynamic
feedback processes. The downscaling results suggest
the importance of convective heating in summer mon-
soon climate over the WNP region. This is consistent
with the tropical wave dynamics that latent heat re-
lease is a dominant forcing that drives the large-scale
circulation (Chang et al., 1982). Therefore, a proper
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(a) R2

(b) Goddard

(c) CAMS

0.1

Fig. 12. Mean 850-hPa moisture flux vector
(m kg s−1 kg−1) with associated moisture conver-
gence fields (mm d−1) averaged over May and June 2008
from (a) R2, (b) Goddard, and (c) CAMS simulations.

representation of model microphysics is critical in sim-
ulating rainfall distribution and latent heating, which
is as important as the large-scale dynamics governing
tropical waves, monsoon surges, and climate oscilla-
tions in the tropical and WNP climate region.

6. Summary and conclusion

Precipitation is a key climate quantity, and reduc-
ing the precipitation bias is one of the major goals for
improving climate simulations. In the work reported
in this paper, we evaluated the capability of the cloud-
resolving WRF model via a dynamical downscaling ap-
proach, in simulating regional precipitation, especially
extreme precipitation events and the regional hydro-
logic budgets over the WNP region. The period of
study was from May to June 2008, which is the period
of transition from the onset of SCS monsoon to the
WNP summer monsoon.

Our analysis indicates that R2 data represents the
large-scale characteristics of daily mean precipitation
over the WNP region well, but not the spatial distri-
bution of extreme rainfall events. This is due to the
low resolution and parameterized convective processes
in R2, which inadequately resolve mesoscale precip-
itation features and smooth out the extreme events.
The WRF downscaling simulations, however, reason-
ably produced a more detailed spatial distribution of
daily mean precipitation as reflected by higher pat-
tern correlation coefficients and smaller pattern RMSE
with the TRMM observations.

The percentages of rainy days (exceeding
0.1 mm d−1) from WRF simulations were evidently
improved compared to R2-based results. The CAMS
scheme produced a few more rainy days than that
from the Goddard scheme. This is attributed to the
two-moment microphysics scheme causing widespread
stratiform precipitation due to weaker evaporation
of rainwater below the melting layer relative to the
one-moment microphysics. Meanwhile, the spatial
patterns of rainy days with precipitation exceeding
50 mm d−1 from WRF simulations were similar to the
spatial patterns of daily mean precipitation, indicating
that the maximum accumulated precipitation amount
is mainly contributed to by heavy precipitation events.
In addition, the WRF simulations overestimated the
frequency of light precipitation, somewhat underes-
timated the frequency of moderate to heavy precip-
itation, but represented the frequency of very heavy
precipitation well, as compared with the frequency
distribution from TRMM data.

The moisture convergence from WRF simulations
balanced with the sum of precipitation and precip-
itable water tendency minus evaporation. During
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more convective periods, the precipitation amount was
primarily contributed to by moisture convergence. In
less convective periods, the precipitation amount was
contributed to more greatly by evaporation. The WRF
simulations with the two microphysics schemes pro-
duced different budget balances. Compared with the
R2 budget, the moisture convergence was smaller in
the Goddard scheme but larger in the CAMS scheme.
The significant difference in simulated vapor budgets
indicates the importance in the tropical monsoon re-
gion of resolving convection that affects the precipi-
tation, atmospheric latent heating and, subsequently,
the large-scale circulation.
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