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ABSTRACT

Variable thicknesses in the lowest half-η model level (LML) are often used in atmospheric models to compute surface
diagnostic fields such as surface latent and sensible heat fluxes. The effects of the LML on simulated tropical cyclone (TC)
evolution were investigated in this study using the WeatherResearch and Forecasting (WRF) model. The results demonstrated
notable influences of the LML on TC evolution when the LML was placed below 12 m. The TC intensification rate decreased
progressively with a lowering of the LML, but its ultimate intensity change was relatively small. The maximum 10-m winds
showed different behavior to minimum sea level pressure andazimuthally-averaged tangential winds, and thus the wind–
pressure relationship was changed accordingly by varying the LML. The TC circulation was more contracted in association
with a higher LML.

Surface latent heat fluxes were enhanced greatly by elevating the LML, wherein the wind speed at the LML played a
dominant role. The changes in the wind speed at the LML were dependent not only on their profile differences, but also the
different heights they were taken from. Due to the enhanced surface heat fluxes, more intense latent heat release occurred
in the eyewall, which boosted the storm’s intensification. Ahigher LML tended to produce a stronger storm, and therefore
the surface friction was reinforced, which in turn induced stronger boundary layer inflow together with increased diabatic
heating.
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1. Introduction

The surface layer (SL), which is defined as the lowest
layer of the atmosphere, is conventionally referred to as the
region at the bottom 10% of the planetary boundary layer
(PBL; Stull, 1988; Holton, 2004). Its depth ranges from a
few meters to more than 100 m, depending on the stability of
its thermal stratification. Within the SL, meteorological vari-
ables such as wind speed, temperature and humidity change
rapidly with height and the most significant air–sea energy
exchange occurs (Arya, 1988). Thus, it is crucial to repre-
sent accurate SL characteristics in numerical models. Most
of the current SL parameterization schemes compute surface
sensible and latent heat fluxes and friction velocities using
variables at the lowest half-η model level (LML) on behalf
of the SL state, assuming that the LML is within or at the top
of the real SL.

The impacts of the LML height have been investigated in
a few studies (Wei et al., 2001; Zängl et al., 2008; Aligo et
al., 2009; Shin et al., 2012). Wei et al. (2001) explored the
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influence of the LML height on a snowmelt event and sug-
gested that an LML with a height of less than 10 m is ex-
pected to accurately simulate the snowmelt. On the other
hand, if the LML is placed above the real SL, the surface heat
fluxes could be underestimated by as much as 40%. Based
on simulations of an alpine foehn, Zängl et al. (2008) showed
that the LML height has greater influence even than the selec-
tion of PBL scheme and that simulations are improved when
moving the LML closer to the surface. Aligo et al. (2009)
also demonstrated that lowering the height of the LML is
necessary for improving quantitative precipitation forecasts.
These aforementioned studies all focused on stable SL con-
ditions and suggested adopting a low LML height, e.g., be-
low 10 m. Recently, Shin et al. (2012) carried out a series
of experiments under both stable and unstable SL conditions
to examine impacts of the LML on PBL structures. They
found that surface variables are almost insensitive to the LML
height when it is above 12 m in daytime, but are systemati-
cally altered as the LML height is lowered below 40 m at
nighttime.

Unlike the aforementioned weather events, a tropical cy-
clone (TC) obtains its energy via transport of surface heat
fluxes from the underlying ocean surface (Emanuel, 1986)
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and exhibits little diurnal variation, which could make the
roles of the LML different. The storm boundary layer is typ-
ically 0.5–1 km deep, rising with the increasing radius near
the inner core of a TC (Kepert and Wang, 2001; Smith et
al., 2010). Hence, it seems that an appropriate placement of
the LML should not be higher than 50 m given the conven-
tional definition of the SL. Although the influences of verti-
cal model resolution on tropical cyclone modeling have been
examined in previous works (e.g., Zhang and Wang, 2003;
Kimball and Dougherty, 2006), systematic investigations of
the impact of the LML have been few, despite its unique role
in numerical models. Zhang and Wang (2003) suggested that
adopting a thicker surface layer would produce stronger sur-
face winds. By diagnosing the impacts of different distribu-
tions of vertical levels, Kimball and Dougherty (2006) stated
that surface heat fluxes could be overvalued if the LML is
placed “too high”. Nonetheless, in their sensitivity experi-
ments, not only was the LML distributed differently, but also
the other vertical levels, which may have confused the real
influences of the LML.

The aim of this study is to investigate how a simulated TC
is influenced by the selection of LML, especially when the
LML is placed within the SL of the real atmosphere. Section
2 describes the model configuration and experimental design.
A brief introduction to the SL and PBL parameterization is
provided in section 3. Section 4 discusses the model results
in detail, with a focus on the effect of the LML height on TC
intensification and structural changes. A discussion is pre-
sented in section 5, and a summary of the main conclusions
of the study is given in section 6.

2. Model configuration and experimental de-
sign

The Weather Research and Forecasting (WRF) model
(version 3.2; Skamarock et al., 2008) was used in this study.
This model utilizes a terrain-following hydrostatic-pressure
verticalη coordinate, which is defined as

η = (p− pt)/(ps− pt) , (1)

wherep is pressure,ps is the pressure along the model sur-
face boundary, andpt is the pressure along the model top
boundary, which was set to 50 hPa.

All experiments were performed on anf -plane centered
at 20◦N, using two-way interactive nested meshes with di-
mensions of 220×220 and 202×202, and resolutions of 15

km and 5 km, respectively. The authors admit that although
a resolution of 5 km is capable of reproducing a TC’s in-
tensity evolution and primary structural features (Ma et al.,
2013), a much finer resolution would have been superior in
terms of resolving more detailed TC structures (Yau et al.,
2004; Gentry and Lackmann, 2010; Chen et al., 2011). The
outer domain utilized the Kain–Fritsch scheme (Kain, 2004)
to parameterize the cumulus processes, while no cumulus pa-
rameterization was used in the inner mesh. The Lin scheme
(Lin et al., 1983) was used to model the microphysical pro-
cesses. The Dudhia shortwave (Dudhia, 1989) and Rapid
Radiative Transfer Model (RRTM) longwave (Mlawer et al.,
1997) schemes were used as the radiation schemes, while the
Yonsei University (YSU) scheme (Hong et al., 2006) with
some modification (which will be discussed in section 3) was
chosen as the PBL scheme.

The quiescent and horizontally-uniform environmental
fields were specified according to the mean tropical sounding
of temperature and humidity profiles given by Jordan (1958).
The underlying model boundary was set uniformly to be the
sea surface with a constant temperature of 28◦C and a surface
pressure of 1010 hPa. An axisymmetric cyclonic vortex simi-
lar to that used by Stern and Nolan (2011) was then implanted
in this idealized atmosphere environment, with a maximum
wind speed of 24 m s−1 at the radius of 125 km and height of
1.5 km. The vortex was in hydrostatic and gradient wind bal-
ance and basically remained stationary during the simulation.
The model was integrated for a total of 132 h.

The model possessed 29 full-η vertical levels, of which
28 are distributed as default in WRF, but one additional level
was added as the second lowest full-η level (η2), with its
height varying for different runs, thus meaning the height of
the LML changed accordingly. A total of five experiments
with the LML placed at 20m, 12m,8m,6mand 4m were con-
ducted and denoted as H20,H12,H08,H06 and H04, respec-
tively.Table1shows the detail of these experiments, including
information of the LML and the lowest four full-η levels.

3. The SL and PBL parameterization

Monin–Obukhov similarity theory (Monin and Obukhov,
1954) is a widely used framework of current SL schemes. In
the current WRF version, each SL scheme must be tied to a
specified PBL scheme. The SL scheme uses stability func-
tions (Paulson, 1970; Dyer and Hicks, 1970; Webb, 1970;
Jiménez et al., 2012) to compute dimensionless surface ex-
change coefficients for heat(Ch), moisture(Cq), and momen-

Table 1.List of numerical experiments.

Expt Height of LML (m) ηa η1 η2 η3 η4

H20 20 0.9975 1.0 0.995 0.99 0.978
H12 12 0.9985 1.0 0.997 0.99 0.978
H08 08 0.999 1.0 0.998 0.99 0.978
H06 06 0.99925 1.0 0.9985 0.99 0.978
H04 04 0.9995 1.0 0.999 0.99 0.978
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where k is the von Karman constant,z0 is the roughness
length,za is the height of the LML,L is the Monin–Obukhov
length,ρ is the air density in the SL,cp is specific heat at con-
stant pressure,u∗ is the friction velocity andcs is the effec-
tive heat transfer coefficient, which is related to the molecular
transport (Zhang and Anthes, 1982);ψm andψh are the sim-
ilarity stability functions for momentum and heat. Note that
za is used to computeCh andCq, while 10 m is used to com-
puteCd10. Over the water surface the SL scheme calculates
surface fluxes directly, which are used by the PBL scheme
to provide tendencies of temperature, moisture, and momen-
tum in the boundary layer. In a bulk formula framework, the
surface fluxes are parameterized as follows:

HFX = ρcpChUa(θg−θa) , (5)

QFX = ρLvCqUa(qg−qa) , (6)

τ = ρu2
∗ = ρCd10U

2
10 , (7)

where HFX, QFX andτ are the fluxes of sensible heat, latent
heat and momentum;U is the horizontal wind speed,Lv is
the latent heat of vaporization,θ is the potential temperature,
andq is the mixing ratio of water vapor. The subscripts “a”,
“10” and “g” denote the LML, 10 m and bottom surface, re-
spectively;qg denotes the ground saturation specific humidity
(Zhang and Anthes, 1982), which is outputted directly from
the WRF model.U10 is diagnosed throughUa using similarity
theory:
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Note thatU10 is derived fromUa by interpolation forza higher
than 10 m, but by extrapolation forza lower than 10 m.

The YSU scheme used in this study has performed satis-
factorily in some previous TC simulations (e.g., Nolan et al.,
2009a, 2009b). It is a nonlocal closure PBL scheme using a
K-profile approach to represent the mixing within the bound-
ary layer under convective conditions. Therefore, the depth
of the PBL should be first estimated. In the YSU scheme, the
PBL height is defined as (Hong et al., 2006):

gH
|U(H)|2

[

θv(H)−θva−θT

θva

]

= Ric , (9)

whereH is the PBL height,θv is the virtual potential tem-
perature,θva is the virtual potential temperature at the LML,

andθT is the virtual temperature excess of thermals.Ric is
the critical bulk Richardson number, which equals zero un-
der convective boundary layer conditions. The stability ofthe
PBL in the YSU scheme is determined by the bulk Richard-
son number(RiB) in the SL:

RiB =
gza(θva−θvg)

θa|Ua|2
. (10)

The PBL is judged to be stable forRiB > 0, while convec-
tive for RiB ≦ 0. Since theRiB is mostly, if not all, negative
for all runs (not shown), Eq. (9) can be degraded as:

θv(H) = θva+ θT . (11)

This form also serves as the basis for some common ther-
modynamic definitions of the TC boundary layer, withθT

taken as 0.5 K (e.g., Anthes and Chang, 1978, Powell, 1990).
To eliminate possible changes in the PBL scheme’s perfor-
mance caused directly by varying the LML height, a modi-
fied YSU scheme, which is relatively insensitive to the LML,
was used [as proposed by Shin et al. (2012)]. That is,θT is
excluded when the LML is within the real SL, sinceθva in-
creases toward the temperature of the thermals as the LML
approaches the surface (Shin et al., 2012). Actually, the com-
monly used LMLs were all well within the real SL in this TC
case because of its convective PBL feature.

4. Results

4.1. TC intensity, size and structure

The evolution of TC intensity in terms of the minimum
sea level pressure (MSLP) and the maximum 10-m wind
(VMAX10) is shown in Fig. 1. The simulated storm in each
experiment intensified in the first several days and reached
maturity thereafter. Nevertheless, large discrepancies existed
in their intensification processes. From Fig. 1a, H04 pro-
duced the slowest intensification rate of about 0.64 hPa h−1

during the first 84 h, followed by H06 and H08, giving values
of 0.85 hPa h−1 and 0.9 hPa h−1, respectively, which can be
ranked according to their LML heights. H20 and H12 both
possessed the most rapid intensification rate of 0.95 hPa h−1.
At 72 h, the MSLP in H20 deepened to 920 hPa, while at the
same time H04 gave a value of 950 hPa, showing a difference
of 30 hPa. It seems that when the LML was placed below
12 m, the storm intensification rate tended to decrease with
a lowering of the LML. However, as the storms in differ-
ent runs reached maturity, their ultimate intensity differences
were relatively small. The evolutionary trend of VMAX10
showed similar behavior to that of MSLP before approx-
imately 96 h (Fig. 1b), during which time the largest wind
difference between H20 and H04 reached 18 m s−1. Nonethe-
less, in the later stage H04 still showed obviously smaller
VMAX10 than H20 and H12 for a long time, even when its
MSLP was deeper than H20 and H12, an indication of the
delayed evolutionary trend of MSLP in H04. The MSLP
and VMAX10 have a complicated internal relationship in-
fluenced by many factors, such as storm size, intensity and



424 IMPACTS OF LML HEIGHT ON TC MODELING VOLUME 31

Fig. 1.Time evolution of (a) the minimum sea level pressure (hPa) and (b) the maximum 10-m wind speed (m s−1).

Fig. 2. The relationship between the maximum surface wind
speed (m s−1) and the minimum sea level pressure (hPa).

surface friction (Knaff and Zehr, 2007; Kieu et al., 2010;
Bao et al., 2012). A comparison of the wind–pressure re-
lationships from all runs (Fig. 2) indicates that the simulated
wind–pressure relationship was also modulated by the selec-
tion of LML. H20 and H12 again exhibited a similar rela-
tionship, which was different from H08, H06 and H04. The
more intense the storm was, the more evident their differ-
ence seemed to be. For the same MSLP, the wind difference
between two runs was able to reach 8 m s−1. Such an un-
certainty in the wind–pressure relationship caused by vary-
ing the LML suggests that caution is required when exam-
ining the performance of a numerical model in reproducing
the wind–pressure relationship, especially when the LML is
placed below 12 m. To facilitate exploring the roles of vary-
ing the LML in determining the storm intensity, the following
analysis focuses mainly on the results of H20 and H04 due to
their large discrepancies and consistencies with other experi-

ments.
From the Hovmöller diagrams of the low-level tangen-

tial winds (Fig. 3), we can see that the storm in H04 in-
tensified more slowly and gave weaker intensity than in H20
in the early stage. However, it still strengthened after the
storm in H20 reached maturity, and eventually possessed
larger maximum winds after about 114 h. A diagnosis of
tangential winds at other levels also revealed similar results
(not shown). This intensity relationship resembled that ex-
pressed by MSLP, but was conflicting to that by VMAX10.
Such an inconsistency between VMAX10 and other intensity
terms such as MSLP and low-level tangential winds was also
found by Bao et al. (2012), who thus recommended tangential
winds as an additional measure of storm intensity together
with MSLP and VMAX10. As discussed above, the 10-m
winds were not computed directly by the model, but diag-
nosed fromUa using a semi-empirical relationship [Eq. (8)].
For varying the LML, theU10 was derived by interpolation
or extrapolation from different heights; therefore, its value
may have had some bias compared to the true value due to
the changes of slope rate in Eq. (8), which could partly ex-
plain why the behavior of VMAX10 was inconsistent to that
of MSLP or the low-level tangential winds. Therefore, for
numerical experiments with the same LML, taking the maxi-
mum winds at the LML on behalf of the storm intensity seems
to be superior to taking the 10-m winds, if not verifying the
model outputs against 10-m observational data. Accompany-
ing the TC intensification, the radius of maximum tangential
winds (RMW) in each experiment contracted rapidly initially
due to the spin-up process and then evolved slowly. Com-
pared with H20, H04 produced larger RMW after the spin-
up period that contracted continuously after the initial rapid
contraction, and therefore their difference in RMW was re-
duced gradually. The storm size (indicated by the 25-m s−1

contour) was found to be somewhat correlated to the storm
intensity, demonstrating that the storm circulation enlarged
with intensification of the storm. Nonetheless, the storm in
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Fig. 3. Hovmöller diagram of the azimuthally-averaged tangential winds (m s−1) for (a) H20
and (b) H04 at 0.1 km in altitude. The contour line indicates the radius of 25-m s−1 tangential
wind. The radius of maximum tangential winds is also shown bythe thick solid line.

Fig. 4. Height–radius cross sections of the temporally- and azimuthally-averaged (a, d) tangential winds
(m s−1), (b, e) radial winds (contour, m s−1) and vertical motion (shaded, m s−1), and (c, f) temperature
anomaly (K) from 48–60 h for (left) H20 and (right) H04.
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H04 became progressively larger in size compared to that in
H20, even when its intensity was weaker in the early period.
At 96 h, the radius of 25-m s−1 wind in H04 was about 50
km larger than in H20. Although the surface heat fluxes in
H20 were evidently larger than in H04 (will be shown later),
the storm in H20 possessed unexpectedly smaller size. This
is because the larger (smaller) tangential wind gradient in
H20 (H04) had produced more rapid (slower) filamentation
(Wang, 2008a, 2008b). As a result, the inner rainband ac-
tivity may have been greatly suppressed in H20, whereas the
inner rainbands were relatively more active in H04. There-
fore, the storm with active spiral rainbands showed a clearly
larger inner-core size through outward expansion of tangen-
tial winds (Xu and Wang, 2010a).

The symmetric structures in terms of tangential winds,
secondary circulation and temperature anomalies in H20 and
H04 were similar to real TC structures after a spinup period
of 48 h (Fig. 4). The maximum tangential winds occurred
approximately at a radius of 40 km for H20 and 65 km for
H04 (Figs. 4a, d). Figures 4b and e exhibit typical secondary
circulation: the radial inflow in the boundary layer, radialout-
flow in the upper troposphere, and slantwise upward motion.
Both H20 and H04 clearly had a warm-core structure cen-
tered at about 5 km and a secondary maximum in the up-
per troposphere (Figs. 4c, f; Stern and Nolan, 2012), with
the latter being the key to the rapid intensification of a TC
(Zhang and Chen, 2012). The tangential winds, secondary
circulation, and warm-core structure were more strengthened
in H20 than in H04, consistent with the intensity relation-
ships. Equation (11) indicates that the boundary-layer depth
is directly related to the virtual potential temperature atthe
LML. From Fig. 5, the boundary-layer depths for both runs
were less than 1 km and rose with the increasing radius in
the inner core (Kepert and Wang, 2001). For the case with a
lower LML, the boundary layer tended to be deeper since the
value ofθva was larger near the surface (Shin et al., 2012).
The difference of the boundary-layer depth between H20 and
H04 ranged from 100 m to 300 m, which was most signifi-
cant in the inner-core region. As the storms intensified, their
respective boundary-layer depths in the inner core decreased
slightly, while in the outer region they increased slightly. As
a consequence, the radial gradient of boundary-layer depth
increased, which was presumably due to the increased radial
θva gradient accompanying the strengthening of the storm.

4.2. Near-surface variables

The SL process is primarily characterized by the vari-
ables at the LML. For this reason, the near-surface variables
are output directly from the model in this section to evaluate
their dependence on the LML height. A storm’s intensifica-
tion is thermodynamically maintained by the upward inter-
facial heat fluxes from the underlying sea surface (Emanuel,
1986). Given that the surface latent heat fluxes were several
times larger than surface sensible heat fluxes (not shown), and
thus accounted for the majority of the energy supplied from
the ocean, the evolution of surface latent heat fluxes was ana-
lyzed on behalf of the total surface enthalpy fluxes, as shown

Fig. 5. Radial distribution of the temporally- and azimuthally-
averaged PBL height (m).

in Fig. 6a. By lowering the LML, the surface latent heat
fluxes were reduced greatly such that at 87 h the latent heat
fluxes in H20 were 200 W m−2 (34%) larger than in H04. Of
interest is that, despite the unanimously larger surface heat
fluxes in H20, the storm did not intensify correspondingly.
Instead, after about 114 h H20 showed a weaker storm than
H04 in terms of MSLP (Figs. 1a and 3), indicating that be-
sides the surface heat fluxes, other factors modulating the
storm’s development were changed due to the LML varia-
tion. One possible mechanism, which requires further inves-
tigation, could be the surface friction effect, since the energy
production rate is a linear function while the frictional dissi-
pation rate is a cubic power of surface wind speed (Wang and
Xu, 2010).

According to Eq. (6), the surface latent heat fluxes are de-
termined by the air density and wind speed at the LML, the
surface exchange coefficient for moisture, and the mixing ra-
tio difference between the surface and the LML. All these
terms are displayed in Fig. 6 to investigate which factors
dominated in the LML-induced changes of surface latent heat
fluxes. The air density appears to have been comparatively
insensitive to the LML height and exhibited no unified dis-
crepancy between the two runs (Fig. 6b), an indication of its
minor contribution to the changes in surface heat fluxes. The
wind speed was much stronger in H20 (Fig. 6c), presumably
due to its higher LML in addition to the differences in storm
intensity (Fig. 1). The strong wind speeds helped arouse up-
ward heat fluxes and consequently the storm strengthened,
which in turn triggered more upward transport of heat fluxes
based on the wind-induced surface heat-exchange (WISHE)
mechanism (Emanuel, 1986). Therefore, the surface heat
fluxes increased with the storm’s intensification (Fig. 6a).
In contrast, the surface moisture coefficient in H20 was evi-
dently smaller than in H04, the reason for which can be spec-
ulated [from Eq. (3)] asCq tended to decrease asza ascended.
The mixing ratio difference between the surface and the LML
decreased with time (Fig. 6e), probably because of the more
moistened air flow induced by the enhanced surface winds
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Fig. 6. Time series of (a) the surface latent heat fluxes (W m−2), (b) the air density (kg m−3) in the SL, (c)
the wind speed (m s−1) at the LML, (d) surface moisture exchange coefficient (10−3) and (e) the mixing
ratio difference (10−3 kg kg−1) between the surface and the LML. The averaging is done withina radius of
150 km from each experiment’s respective storm center.

(Fig. 6c). For the case with a higher LML, the mixing ra-
tio difference was correspondingly larger. These results sug-
gest that the wind speed at the LML and the mixing ratio
difference between the surface and the LML are the two ma-
jor factors regulating the changes in surface latent heat fluxes
caused by varying the LML height.

In an attempt to further investigate the cause of the sensi-
tivity of these variables, the vertical profiles of azimuthally-
averaged air density, wind speed and vapor mixing ratio at
the RMW were examined, and the results are shown in Fig.
7. The time was taken at 126 h because both runs had anal-

ogous RMW values at that time (Fig. 3). The profiles of air
density in H20 and H04 were close to each other, both vary-
ing little with height in the boundary layer. The difference
of their values at the LML was fairly small, 0.011 kg m−3,
only accounting for 1% of the density in H04, which fur-
ther confirmed the negligible contribution of air density to
the changes in surface heat fluxes. The simulated wind fields
(Figs. 7b) showed typical logarithmic features that changed
rapidly with height in the near-surface layer (Powell et al.,
2003) and then approached more constant values, suggesting
a good capability of the modified YSU scheme in producing a
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Fig. 7. The vertical profiles of azimuthally-averaged (a) air density (kg m−3), (b) wind speed (m s−1), and (c)
vapor mixing ratio (10−3 kg kg−1) at the radius of maximum surface winds at 126 h. The solid squares and
circles indicate the heights of the actual model levels for H20 and H04, respectively.

logarithmic surface layer. The wind speed at the LML in H20
was larger than in H04, which was shown to be caused not
only by their differences in profiles but also by their different
heights. The water vapor mixing ratio also exhibited a sim-
ilar logarithmic characteristic near the surface (Hobbs etal.,
2002) and then decreased slowly with height for the two runs
(Fig. 7c). H20 yielded lower humidity than H04 at the LML,
and thus(qg−qa) should have been amplified [Eq. (6)]. At
126 h,qg was approximately 25.1×10−3 kg kg−1 for the two
runs (not shown); their simulated profiles appeared similar,
indicating the difference of(qg− qa) was caused mainly by
the difference of the LML height.

These results imply that the surface heat fluxes were con-
siderably sensitive to the LML height. The wind speed was
the leading ingredient manipulating the changes in surface
latent heat fluxes, wherein the differences of the wind speeds
at the LML were caused not only by their simulated profile
differences but also by their different heights. Another impor-
tant contributor was the humidity, which depended mainly on
the height it was taken from. Nonetheless, the mixing ratio
difference between the surface and the LML became smaller
with time. This may have been because the TCs basically re-
mained stationary during the simulation so thatqa got close
to the saturated value gradually due to the presence of down-

drafts. For moving TCs, the contribution of mixing ratio dif-
ference is expected to be larger and the results may be some-
what different. The surface moisture coefficient would de-
crease as the LML rises, and thus offset the contributions of
wind speed and humidity. Because of the logarithmic charac-
teristics of wind speed and other meteorological variablesin
the SL, the LML-induced changes in surface heat fluxes are
expected to be more significant as the LML height decreases,
but less significant as the LML ascends.

4.3. Physical mechanisms

To further understand how the variation of LML affects
TC evolution, the thermodynamic and dynamic features of
simulated TCs were investigated. Figure 8 compares the
Hovmöller diagram of equivalent potential temperature at0.1
km in altitude for H20 and H04. Since the increase of equiv-
alent potential temperature following the air parcel relies
largely on the upward surface latent and sensible heat fluxes
(warming through sensible heat fluxes, moistening through
latent heat fluxes, and isothermal expansion) from the ocean
(Rotunno and Emanuel, 1987; Liu et al., 1999), the equiva-
lent potential temperature increased radially inward to a max-
imum in the eye region as a result of flow converging into
the TC center. Despite its weaker intensity in the later stage,
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Fig. 8.Hovmöller diagram of azimuthally-averaged equivalent potential temperature (K) for (a)
H20 and (b) H04 at 0.1 km in altitude.

Fig. 9. Hovmöller diagram of azimuthally-averaged diabatic heating (10−3 K s−1) output di-
rectly from WRF for (a) H20 and (b) H04 at model levelη=0.507 (about 5.3 km in altitude).

the storm in H20 possessed higher equivalent potential tem-
perature throughout the simulation, arising from its enhanced
surface heat fluxes (Fig. 6a). Therefore, the air flow entering
the inner-core region tended to be more energetic and thus
helped yield more energy for eyewall convection.

Figure 9 displays the time evolution of the azimuthally-
averaged diabatic heating rate at about 5.3 km in altitude for

H20 and H04, which was outputted directly from the WRF
model. Due to the tilt of the eyewall (Figs. 4b and e), the dia-
batic heating rate was located outside the RMW (Fig. 3). Ev-
idently, the diabatic heating was substantially stronger in H20
due to the presence of enhanced surface heat fluxes, and was
therefore conducive to inducing stronger primary and sec-
ondary circulations (Shapiro and Willoughby, 1982; Bui et
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al., 2009; Fudeyasu and Wang, 2011). The diabatic heating
in H20 primarily concentrated in the eyewall region, while
outside the eyewall it was fairly weak—a reflection of the in-
hibited inner rainband activity by strong filamentation outside
the eyewall (Wang, 2008a, 2008b). In contrast, the diabatic
heating in H04 seemed to be relatively active outside the eye-
wall, though its value was small, which led to a larger storm
in H04 than in H20 (Xu and Wang, 2010a). The stronger di-
abatic heating in H20 also led to more strengthened inward
contraction of the RMW (Fig. 3) and therefore the decrease
in the eye size (Shapiro and Willoughby, 1982; Wang, 2008b;
Xu and Wang, 2010b).

The above analysis demonstrates that a higher LML in-
duced significant changes in TC thermodynamic features,
including enhanced surface moisture fluxes and low-level
equivalent potential temperature, and more intense diabatic
heating in the eyewall region. However, the storm did not
consequently possess unanimously stronger intensity, butin-
stead became weaker in terms of MSLP after about 114 h.
Such an inconsistency between the storm intensity and sur-
face enthalpy fluxes implies that another mechanism manip-
ulating the storm evolution could have been influenced by
changing the LML height, namely the surface friction effects
(Shapiro and Willoughby, 1982), which play dual roles in TC
intensification. Firstly, the frictional stress disrupts the gra-
dient wind balance in the boundary layer and induces radial
convergence of the air flow, which brings larger absolute an-
gular momentum inward and spins up the inner-core primary
circulation (Smith et al., 2009). Secondly, the friction isa
sink of kinetic energy of TCs and acts to restrict the storm
from intensifying (Zhang et al., 2006; Wu et al., 2009; Wang
and Xu, 2010; Liu et al., 2011; Yang et al., 2011).

Figure 10 shows the time series ofCd10 for H20 and H04
to denote the surface friction effects. H20 showed much
larger values than H04, suggesting the surface friction was
stronger in H20. Even in the later stage when H04 produced a
stronger storm in terms of MSLP (Fig. 1a), its friction effects
were still weaker than H20. Figure 11 shows the Hovmöller
diagrams of low-level radial winds. Because of more intense
diabatic heating in the eyewall and surface dissipation, the
boundary radial flow in H20 tended to be stronger than in H04
(Shapiro and Willoughby, 1982; Bui et al., 2009; Fudeyasu
and Wang, 2011). Yang et al. (2011) verified that the tan-
gential flow is weakened but the low-level radial inflow is
reinforced due to increased surface friction during TC land-
fall. Elevating the LML seemed to produce similar effects;
that is, as the surface friction increased progressively with
the storm’s strengthening, the primary circulation appeared
to be more weakened in the later stage in H20 (Figs. 3 and
12), while its boundary radial flow remained stronger (Figs.
11 and 12). The outflow that appeared in the low-level eye-
wall (Fig. 12) helped maintain the supergradient wind in the
boundary layer, which is a ubiquitous characteristic of a TC
(e.g., Kepert and Wang, 2001; Kepert, 2006; Nolan et al.,
2009b). H20 produced stronger outflow relative to H04 in the
later stage (Fig. 12), even though its tangential winds were
weaker.

0 1 2 2 4 3 6 4 8 6 0 7 2 8 4 9 6 1 0 8 1 2 0 1 3 21 . 51 . 82 . 12 . 42 . 73 . 03 . 3
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Fig. 10. (a) Time series of 10-m surface momentum exchange
coefficient (10−3). The averaging is done within a radius of 150
km from each experiment’s respective storm center.

5. Discussion
One typical feature of the SL is the logarithmic profiles of

meteorological variables. In this case, changes of these vari-
ables become more dramatic when their height gets closer
to the surface. Therefore, the sensitivity of TC intensity to
the selection of LMLs seems to be greater for lower LMLs,
whereas weaker for higher LMLs (Fig. 1). The convective
boundary layer characteristics of TCs render the commonly
used LMLs well within the real SL. The results of H20 and
H04 exemplified the remarkable influences of the LML on
TC intensity and internal structures, even when the LML was
placed properly in the real SL. According to the sensitivity
experiments in this study, the LML height is expected to not
be shallower than 12 m, so that the performance of the SL
scheme will not be quite sensitive to the LML height. Mean-
while, a thin modeled SL is expected to fully represent the SL
characteristics and help improve the vertical resolutions. For
instance, Zhang and Wang (2003) suggested a thin SL (20 m)
to be used after their sensitivity simulations. Based on the
above analysis, an LML with its height ranging from 12–20
m seems to be appropriate for TC modeling.

One interesting finding was that, although the surface la-
tent heat fluxes were enhanced by elevating the LML, the
ultimate TC intensity in terms of MSLP did not deepen
as a result. This is different from the results of Kimball
and Dougherty (2006), who found an over-intensified storm
caused by an LML that was “too high”. A possible reason for
the difference between their conclusion and this study lies
in the experimental designs. For instance, one of their ex-
periments adopted an LML placed at 348 m, which should
correspond to a PBL height of at least 3480 m, far above the
typical height scales of the TC boundary layer (Kepert and
Wang, 2001; Smith et al., 2010; Zhang et al., 2011). Be-
sides, such an LML is close to the region where maximum
tangential winds occur, and thus the contribution of surface
heat fluxes could be greatly exaggerated.
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Fig. 11.Hovmöller diagram of the azimuthally-averaged radial winds (m s−1) for (a) H20 and (b)
H04 at 0.1 km in altitude.

Nolan et al. (2007) diagnosed the TC intensification is-
sue using balanced vortices without considering the frictional
boundary layer and showed that the TC intensification rate is
proportional to the intensity itself. However, in this study
H20 produced a much greater intensification rate but simi-
lar deepest intensity compared to H04 (Fig. 1a), indicating
that besides convectional heating, the surface frictionalforce
played a crucial role in modulating the TC intensification
process. Nevertheless, the conventional Charnock relation-
ship may overemphasize the surface friction associated with
the surface roughness under high wind regimes. We con-
ducted an additional series of experiments by assigning the
roughness length to be homogenously 0.0002 m, a typical
value over smooth water, so that the surface friction effect
was greatly reduced and the friction difference between H20
and H04 could be alleviated considerably. In that case, both
runs simulated storms that were more strengthened than be-
fore, and the storm in H20 was evidently stronger than in H04
throughout the simulation (not shown), further identifying the
weakening effects of surface friction on storm development.
Although the time evolutions of MSLP between H20 and H12
were similar in the early stage, some discrepancy appeared in
the last 30 h. This was because the weakening of H12 was de-
layed compared with H20 due to their difference in the simu-
lated SL characteristics.

Surface heat fluxes and surface friction are the most im-
portant exchange components for TC–ocean coupling and
TC–wave coupling models, respectively (e.g., Zhu et al.,
2004; Zhang et al., 2006; Liu et al., 2011). Considering
the notable influences of the LML height on both surface

heat fluxes and surface friction effects, a proper placementof
the LML should be specified in air–sea–wave coupling mod-
els to avoid over- or under-evaluating ocean feedback. The
outer rainbands of the simulated storms were not active in
this study. For storms with active outer spiral rainbands, ele-
vating the LML may lead to a different storm size evolution
(Wang, 2009; Xu and Wang, 2010a), which needs further in-
vestigation.

As indicated in Fig. 1, during the later stage the inten-
sity relationship between H20 and H04 in terms of VMAX10
exhibited opposite behavior from that in terms of MSLP, a re-
flection of the changed wind–pressure relationships by vary-
ing the LML. During this time period the trend of tangential
winds was consistent with that of MSLP (Fig 3), while the
trend of radial winds was consistent with that of VMAX10
(Fig. 11). A possible reason for the shallower MSLP but
stronger VMAX10 in H20 than in H04 could be that, al-
though H20 did not produce evidently stronger tangential
winds in the later stage, its radial winds were still stronger
due to the enhanced surface friction, therefore producing
larger total surface winds in H20 than in H04. This suggests
that radial wind is a crucial factor for the wind–pressure rela-
tionships, as recently suggested by Kieu et al. (2010).

6. Conclusion

The effects of the LML height on simulated TCs were ex-
amined through comparing a series of idealized experiments
with different LMLs. The results identified notable influences
of the LML on TC evolution.
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Fig. 12.Height–radius cross sections of the azimuthally-averagedradial winds (contour; m s−1) and tangential
winds (shaded; m s−1) for (a) H20 and (b) H04 at 126 h.

When the LML was above 12 m, the sensitivity of the
simulated TC to the selection of LML seemed to be weak.
However, when the LML was placed below 12 m, the storm
intensification rate decreased evidently with the LML de-
scending that during the intensification process an MSLP dif-
ference of 30 hPa could be attained by changing the LML
height. Nevertheless, the eventual intensity changes caused
by different LML heights were relatively small. Inconsis-
tent with the trend of MSLP, VMAX10 was generally larger
for a higher LML, and thus the wind–pressure relationships
were consequently changed. The tangential winds were more
strengthened in the early stage but weakened slightly in the
later stage for the experiment with a higher LML, similar
to the behavior of MSLP. VMAX10 seemed to be not as
revealing as MSLP and the structural metrics in terms of
azimuthally-averaged tangential winds, as argued in recent
studies. Elevating the LML also led to a more contracted
storm circulation.

The LML produces effects on storms through directly
changing near-surface variables. In the present study, surface
latent heat fluxes were greatly enhanced throughout the sim-
ulation by elevating the LML, although this did not result in
an eventually stronger storm in terms of MSLP. By evaluating
each term comprising the computation of surface latent heat
fluxes, the wind speed at the LML was identified to domi-
nate the changes of surface latent heat fluxes, followed by the
mixing ratio difference between the surface and the LML.
The contribution of changes in air density caused by vary-
ing the LML was negligible. The surface moisture exchange
coefficient played an offsetting role since it decreased with
height. A diagnosis of vertical profiles of these variables sug-
gested that changes in wind speeds were dependent on not

only their profile differences, but also the different heights
they were taken from. For the mixing ratio difference, the
simulated profile discrepancies were small, and thus the dif-
ferent heights that the water vapor mixing ratio was taken
from could have played a dominant role.

The enhanced surface heat fluxes by elevating the LML
led to greater low-level equivalent potential temperatureand
more intense eyewall convection. As a consequence, the dia-
batic heating was increased, which contributed to more rapid
storm intensification, as well as stronger secondary circula-
tion. Since the diabatic heating mainly concentrated in the
eyewall region, it contributed mainly to the eyewall contrac-
tion but little to the expansion of outer circulation. Stronger
surface friction was also produced by a higher LML, which
resulted in weakened tangential flow but strengthened radial
inflow in the later stage.

Despite the fact that the roles of LML in TC modeling
have received little attention before, the present study has
confirmed that the LML has significant impacts on TC evo-
lution when it is below a certain height. For studies on TC
modeling issues including TC intensification, wind–pressure
relationships, TC–ocean interaction and TC–wave interac-
tion, cautions is recommended when deciding upon the place-
ment of the LML. It should be noted that stationary TCs were
adopted in this study, in which case the mixing ratio of wa-
ter vapor at the LML was able to become gradually saturated
with storm intensification. However, if the TC is allowed to
move, the results may be somewhat different. Additionally,
the underlying model surface in this study was set to a uni-
form ocean. Over the land surface, where the surface fluxes
are computed by a land-surface model, the roles of the LML
still need further investigation.
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