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ABSTRACT

This study focuses on the climatic impacts of the Atlantic Multidecadal Oscillation (AMO) as a mode of internal vari-
ability. Given the difficulties involved in excluding the effects of external forcing from internal variation, i.e., owing to the
short record length of instrumental observations and historical simulations, we assess and compare the AMO and its related
climatic impacts both in observations and in the “Pre-industrial” experiments of models participating in CMIP5. First, we
evaluate the skill of the 25 CMIP5 models’ “Historical” simulations in simulating the observational AMO, and find there is
generally a considerable range of skill among them in this regard. Six of the models with higher skill relative to the other
models are selected to investigate the AMO-related climateimpacts, and it is found that their “Pre-industrial” simulations
capture the essential features of the AMO. A positive AMO favors warmer surface temperature around the North Atlantic,
and the Atlantic ITCZ shifts northward leading to more rainfall in the Sahel and less rainfall in Brazil. Furthermore, the
results confirm the existence of a teleconnection between the AMO and East Asian surface temperature, as well as the late
withdrawal of the Indian summer monsoon, during positive AMO phases. These connections could be mainly caused by
internal climate variability. Opposite patterns are true for the negative phase of the AMO.
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1. Introduction

The Atlantic Multidecadal Oscillation (AMO)—the lead-
ing pattern of SSTs in the North Atlantic region (Delworth
and Mann, 2000; Enfield et al., 2001)—has attracted consid-
erable attention due to its substantial climate impact. The
AMO is considered to be an internal climate variability
mode related to the Atlantic Meridional Overturning Circu-
lation (AMOC), and an observable fingerprint of the AMOC
(e.g. Delworth and Mann, 2000; Zhang and Delworth,
2005; Knight et al., 2006; Msadek et al., 2011; Ba et al.,
2014; Drinkwater et al., 2014), although the relationship be-
tween the AMO and AMOC varies substantially from model
to model (Medhaug and Furevik, 2011; Zhang and Wang,
2013). Furthermore, many model studies indicate that the
AMO is also influenced by external forcing such as solar
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variability and volcanic and anthropogenic aerosols (Otterå
et al., 2010; Chylek et al., 2011; Booth et al., 2012). Based
on the 140-year instrumental record of SST, the AMO shows
a dominant period of around 65–80 years (e.g., Enfield et al.,
2001; Sutton and Hodson, 2007; Ting et al., 2009). However,
paleoclimate and modeling studies suggest that the period of
the AMO varies across a range of multidecadal timescales
and encompasses more than one single defined periodicity
(Gray et al., 2004; Chylek et al., 2011; Medhaug and Fure-
vik, 2011; Ting et al., 2011).

Despite the existence of many uncertainties related to the
AMO, observational and modeling studies have shown that
it is associated with climate variability on the global scale,
such as higher surface air temperature and decreased summer
precipitation in North America (Sutton and Hodson, 2007),
increased surface air temperature and summer precipitation
in Europe (Sutton and Hodson, 2005), a northward shift of
the Atlantic ITCZ (Knight et al., 2006; Zhang and Delworth,
2006; Ting et al., 2011), more summer rainfall in the Sa-
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hel (Zhang and Delworth, 2006; Ting et al., 2011) and India
(Goswami et al., 2006; Zhang and Delworth, 2006; Feng and
Hu, 2008; Li et al., 2008; Luo et al., 2011), intensified sum-
mer rainfall in the middle-to-lower reaches of the Yangtze
River, and higher surface air temperature in all four seasons
in East Asia (Lu et al., 2006; Li and Bates, 2007; Wang et
al., 2009). It should be noted, however, that these studies
depended on either relatively short observational records, his-
torical experiments with climate models, or models forced by
observed or derived AMO SST/flux anomalies (e.g., Zhang
and Delworth, 2005; Lu et al., 2006; Li et al., 2008; Yu
et al., 2009). Hence, it is very hard to disentangle the cli-
matic effects of the AMO from internal variations in the cli-
mate system (Zhang and Wang, 2013). Moreover, the AMO’s
associated impacts might be influenced by external forcing
(Cheng et al., 2013; Chiang et al., 2013; Dunstone et al.,
2013; Wilcox et al., 2013; Martin et al., 2014; Allen, 2015).

In this study, we investigate the spatiotemporal charac-
teristics and climatic impacts of the AMO as a mode of in-
ternal variability, by comparing the “Pre-industrial Control”
output of models participating in CMIP5 with observations.
Following this introduction, section 2 describes the model
and datasets used; section 3 compares the CMIP5-simulated
AMO and related climatic patterns with observations; and fi-
nally, a summary and discussion is provided in section 4.

2. Models and data

The modeled monthly SST, surface temperature and pre-
cipitation are utilized in this study, based on the two typesof
simulations in CMIP5: (1) “Historical” simulations for 1850–
2005, with observed forcing agents, including emissions or
concentrations of well-mixed greenhouse gases, natural and
anthropogenic aerosols, solar forcing and land use change
(Taylor et al., 2012); (2)“Pre-industrial Control” simulations,
with non-evolving and pre-industrial conditions, including
prescribed well-mixed gases, natural aerosols or their precur-
sors, and some short-lived species (Taylor et al., 2012). In
the “Pre-industrial Control” simulations, solar forcing is kept
constant and there are no volcanoes. Output is downloaded
from the PCMDI CMIP5 website (http://pcmdi9.llnl.gov/
esgf-web-fe/). The “Historical” simulations are used for the
validation and selection of CMIP5 models, and the “Pre-
industrial” simulations focus on the AMO’s characteristics
and impacts on temperature and precipitation, which indi-
cates the internal variability of the AMO. Table 1 lists the
modeling group, model name, the horizontal resolution of the
oceanic and atmospheric components, and ensemble mem-
bers, for each of the 25 chosen models. Additionally, the time
spans of the “Pre-industrial” simulations for the six mod-
els chosen from these 25 for further analysis are also listed.
Ten models are earth system models, including ocean and at-
mospheric chemistry and interactive land surface processes.
More detailed information on the CMIP5 models and ex-
periments can be found at http://cmip-pcmdi.llnl.gov/cmip5/
experimentdesign.html,and in related papers (e.g., Taylor et

al., 2012).
The observational SST dataset is HadISST (Rayner et al.,

2003), spanning the years 1870–2010 and gridded to 1.0◦ lat-
itude by 1.0◦ longitude. The monthly global land tempera-
ture and precipitation for 1901–2009, on a 0.5◦×0.5◦ grid, is
obtained from the CRU TS 3.1 dataset (Mitchell and Jones,
2005). Given the sparse records of HadISST and CRU over
the polar regions, the monthly surface temperature anomalies
compiled by NASA’s GISS are applied, covering the years
1880–2014 and on a 2.0◦×2.0◦ grid (Hansen et al., 2006).

Before analysis, all of the model output, together with
the observational data, are interpolated onto a 2.0◦×2.0◦ grid
using a linear interpolation scheme. To reduce the possible
impacts of greenhouse gases, all of the “Historical” simula-
tion, observation and reanalysis datasets are first detrended
linearly. Then, the detrended time series are low-pass fil-
tered with a nine-point running-mean filter to obtain low-
frequency components. The degrees of freedom for thet-tests
used throughout the study aren/9−1, wheren stands for the
number of samples. The AMO index is defined as the yearly
averaged low-frequency SST anomaly in the North Atlantic
basin (0◦–60◦N, 75◦–7.5◦W) (Enfield et al., 2001; Wang et
al., 2009).

3. Results

3.1. Model selection

First, we evaluate (by comparing with observation) the
skill of the 25 CMIP5 models in terms of their “Historical”
simulations of the AMO. Spectral analysis shows that the ob-
served AMO index exhibits one dominant period of around
50–70 years (Fig. 1a), consistent with earlier studies (e.g.,
Enfield et al., 2001; Kavvada et al., 2013). As for the models
[Figs. 1(b)–(z)], most showdominant periods of around 10–
70 years, with more than one significant peak. FGOALS-g2
and GFDL-ESM2G are the exceptions, showing no signifi-
cant period on the decadal-to-multidecadal timescale. Figure
2 displays the similarities between the modeled and observed
AMO index via a Taylor diagram (Taylor, 2001). It is clear
that the models differ substantially in their representation of
the evolution of the AMO index, exhibiting a wide range of
temporal correlation coefficients from−0.3 to 0.6. This is
expected, considering there is no initialization of the oceanic
conditions, and the intrinsic stochastic forcing in the models.
The majority of the models have weaker amplitudes, less than
or equal to one standard deviation of the observation.

The spatial structures of the AMO in the models are com-
pared with those in the observation (Fig. 3). Similar to many
previous studies (e.g., Delworth and Mann, 2000; Zhang and
Delworth, 2005; Kavvada et al., 2013; Zhang and Wang,
2013; Ba et al., 2014), the observational pattern is charac-
terized by a horseshoe-like pattern, with a maximum center
south of Greenland and east of Newfoundland in the midlati-
tude Atlantic (the domain represented by the black square in
Fig. 3a), and with relatively weak anomalies along the coast
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Table 1. Details of the 25 CMIP5 models’ “Historical” simulations and six models’ (in bold type) “Pre-industrial” simulations used in this
paper. The model names in italic type indicate they are earthsystem models.

Reference
number Model name Modeling group

Ocean (X, Y
grid-points)

Atmosphere
(Lon ×Lat)

Ensemble
number

Timespan
(yr)

1 ACCESS1.0 CSIRO-BOM, Australia 360×300 1.88◦ ×1.25◦ 2 —

2 ACCESS1.3 CSIRO-BOM, Australia 360×300 1.88◦ ×1.25◦ 2 —

3 BCC CSM1.1 BCC, China 360×232 2.81◦ ×2.81◦ 3 —

4 BCC CSM1.1(m) BCC, China 360×232 1.13◦ ×1.13◦ 3 400

5 CCSM4 NCAR, USA 320×384 1.25◦ ×0.94◦ 6 —

6 CESM1(BGC) NCAR, USA 320×384 1.25◦ ×0.94◦ 1 —

7 CESM1(CAM5) NCAR, USA 320×384 1.25◦ ×0.94◦ 3 —

8 CESM1(FAST CHEM) NCAR, USA 320×384 1.25◦ ×0.94◦ 3 —

9 CESM1(WACCM) NCAR, USA 320×384 2.5◦ ×1.88◦ 1 —

10 CNRM-CM5 CNRM-CERFACS, France 362×292 1.41◦ ×1.41◦ 10 850

11 CSIROMk3.6.0 CSIRO-QCCCE, Australia 192×189 1.88◦ ×1.88◦ 10 —

12 FGOALS-g2 LASG, IAP, China 360×196 3◦ ×2.81◦ 4 —

13 FIO-ESM First Institute of Oceanography, China 320×384 2.81◦ ×2.81◦ 3 —

14 GFDLCM3 NOAA GFDL, USA 360×210 2.5◦ ×2◦ 5 500

15 GFDL-ESM2G NOAA GFDL, USA 360×210 2.5◦ ×2◦ 1 —

16 GISS-E2-H NASA, USA 144×90 2.5◦ ×2◦ 5 —

17 HadGEM2-CC Met Office Hadley Centre, UK 360×216 1.88◦ ×1.24◦ 1 —

18 INM-CM4.0 Institute for Numerical Mathematics,
Russia

360×340 2◦ ×1.5◦ 1 500

19 IPSL-CM5A-LR IPSL, France 182×149 3.75◦ ×1.88◦ 3 —

20 IPSL-CM5A-MR IPSL, France 182×149 2.5◦ ×1.26◦ 3 300

21 IPSL-CM5B-LR IPSL, France 182×149 3.75◦ ×1.88◦ 1 —

22 MPI-ESM-LR Max Planck Institute for Meteorology,
Germany

256×220 1.88◦ ×1.88◦ 3 —

23 MPI-ESM-P Max Planck Institute for Meteorology,
Germany

256×220 1.88◦ ×1.88◦ 2 1156

24 MRI-CGCM3 Meteorological Research Institute,
Japan

360×368 1.13◦ ×1.13◦ 3 —

25 NorESM1-ME Norwegian Climate Centre, Norway 320×384 2.5◦ ×1.88◦ 3 —

of Northwest Africa and extending westward into the tropics.
Figure 4 shows the similarities between the modeled AMO
patterns and that observed via a Taylor diagram (the better
the model, the shorter the distance between the model and
“OBS”). The skill of the different models varies greatly, rep-
resented by the wide range of spatial correlation coefficients
(SCCs) (from−0.3 to 0.6) and normalized standard devia-
tions (from 0.2 to 7.1) (Fig. 4). These diversities between the
models and the observation are mainly manifested in three
aspects. First, although the maximum anomalies in the mod-
els are in the mid–high latitudes, the centers depart from the
observation, locating to the north or east. Second, negative

anomalies can be found to the southeast of Newfoundland
in some of the models. And third, the subtropical/tropical
warming in most of the models is not presented in the same
way as in the observation, with some of the warming situ-
ated to the north relative to that observed. These differences
not only exist between the observation and the models, but
also from model to model. The normalized standard devia-
tions of some models are greater than one standard deviation
of the observation, which is likely due to the strong warming
around Greenland in these models (Fig. 3).

The above-mentioned analyses suggest a wide range of
skill among the models in simulating the observational AMO.
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Fig. 1. Power spectrum of the AMO index for the (a) observation (HadISST) and (1–25) the models. The power spectrum is given
by the black line, significant above the red line at the 5% level.

Fig. 2. Taylor diagram showing the temporal features of the
AMO index for the period 1874–2001. Thex-axis shows the
normalized standard deviation and the arc shows the correla-
tion values between observations and the ensemble mean for
each model. The red numbers correspond to the model refer-
ence numbers listed in Table 1.

Model selection is based on the following criteria: (1) a sig-
nificant multidecadal period; (2) a temporal normalized stan-
dard deviation within the range of±0.5 standard deviations of
the observation; (3) spatial correlations above 0.3; (4) spatial
normalized standard deviations within the range of±1 stan-
dard deviations of the observation. Table 2 summarizes the
selection criteria and shows that six models qualify for se-
lection. These six models[BCCCSM1.1(m), CNRM-CM5,
GFDLCM3, INM-CM4.0, IPSL-CM5A-MR, and MPI-ESM-
P] are therefore employed to investigate the AMO-related cli-
matic patterns in the internal natural system.

3.2. The AMO in the “Pre-industrial” simulations

The six models’ “Pre-industrial” simulations show one
dominant period of 20–70 years (Fig. 5). Compared to the pe-
riod of the “Historical” simulation for each model, the period
of the “Pre-industrial” simulations shows some obvious dif-
ferences. For example, in the “Historical” simulation, MPI-
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-0.4               -0.2                 0                  0.2                0.4                0.6                0.8             

Fig. 3. Regressions of SST onto the standardized AMO index in the (a)observation and (1–25)
models. Black dots indicate statistical significance at the>95% confidence level, based on the
t-test. The black frames represent the maximum center in the observation. Units:◦C.
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Table 2. AMO selection criteria for the models (the six models chosenfor the “Pre-industrial” simulations are in bold type). A cross
indicates that: (1) the model has no significant multidecadal period (third column); (2) the temporal standard deviation of the model is
outside the range of±0.5 standard deviations of the observation (fourth column); (3) the spatial correlation between the observation and
model is less than 0.3 (fifth column); and (4) the spatial standard deviation of the model is outside the range of±1 standard deviations of
the observation (sixth column).

AMO

Temporal Features Spatial Features

Reference number Model name Period Standard deviation Correlation Standard deviation

1 ACCESS1.0 ×

2 ACCESS1.3 ×

3 BCC CSM1.1 ×

4 BCC CSM1.1(m)

5 CCSM4 ×

6 CESM1(BGC) ×

7 CESM1(CAM5) ×

8 CESM1(FAST CHEM) ×

9 CESM1(WACCM) ×

10 CNRM-CM5

11 CSIROMk3.6.0 ×

12 FGOALS-g2 × ×

13 FIO-ESM ×

14 GFDLCM3

15 GFDL-ESM2G × × ×

16 GISS-E2-H × ×

17 HadGEM2-CC ×

18 INM-CM4.0

19 IPSL-CM5A-LR ×

20 IPSL-CM5A-MR

21 IPSL-CM5B-LR ×

22 MPI-ESM-LR ×

23 MPI-ESM-P

24 MRI-CGCM3 ×

25 NorESM1-ME × ×

Fig. 4. Taylor diagram showing the spatial features of the re-
gressions displayed by Fig. 3. Note that GFDL-ESM2G has a
normalized standard deviation larger than 4.0 and is not shown.

ESM-P has only one peak period of around 70 years, but
in the “Pre-industrial” simulation it has multiple significant

multidecadal periods. The difference may be due to the dif-
ferent forcing conditions between the two simulations. Table
3 displays the standard deviations of the AMO index results.
Both in the “Pre-industrial” and “Historical” simulations, the
six modeled amplitudes are weaker than the observed ampli-
tude (0.15◦C).

Table 3. Standard deviations of the AMO index in the six selected
models’ “Historical” and “Pre-industrial” simulations. The standard
deviation of the observed AMO index is 0.15◦C. Units: ◦C.

Model Historical Pre-industrial

BCC CSM1.1(m) 0.09 0.06
CNRM-CM5 0.08 0.10
GFDLCM3 0.12 0.09
INM-CM4.0 0.09 0.10
IPSL-CM5A-MR 0.11 0.10
MPI-ESM-P 0.10 0.12
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Fig. 5. Power spectrum of the AMO index for the six selected models’ “Pre-industrial” simulations. The power spec-
trum is given by the black line, significant above the red lineat the 5% level.

-0.4           -0.2             0              0.2            0.4            0.6            0.8

Fig. 6. Regressions of SST onto the standardized AMO index in the sixselected models’ “Pre-industrial” simulations. Black
dots indicate statistical significance at the>95% confidence level, based on thet-test. Units:◦C.

Figure 6 shows the spatial patterns of SST variations as-
sociated with the positive phase of the AMO in the “Pre-
industrial” simulations. The differences in the spatial patterns
between the “Historical” simulation and observation also ex-
ist in the “Pre-industrial” simulation. However, the “Pre-
industrial” simulations still capture the essential features of
the observed AMO, as indicated by the high SCCs from 0.41
to 0.67 (Fig. 6). It is interesting that the patterns in four of
the six models’ “Pre-industrial” simulations are closer tothe
observation than they are for their “Historical” simulations.

These analyses indicate the existence of the AMO as an in-
ternal mode in the six models, and imply that it is rational to
investigate the AMO-related climatic patterns based on these
six models’ “Pre-industrial” simulations.

3.3. AMO-related climatic patterns

3.3.1. Surface temperature

Figure 7 displays the AMO-related spatial patterns of sur-
face temperature in the observations in all four seasons. On
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-0.5        -0.3        -0.1          0.1         0.3          0.5

Fig. 7. Regressions of surface temperature onto the standardized AMO index: (a–d) CRU (for land temperature) and
HadISST (for SST); (e–h) GISS. Black dots indicate statistical significance at the>95% confidence level, based on the
t-test. Units:◦C.

decadal-to-multidecadal timescales, oceanic thermal condi-
tions play a key role in influencing climate variability (Bjerk-
nes, 1964; Gulev et al., 2013). Hence, we first examine the
AMO-related patterns of surface temperature in the ocean.
The observations exhibit analogous spatial patterns in allsea-

sons (Fig. 7). During positive AMO phases, the SSTs show
a basin-scale cooling in the South Atlantic, and a maximum
close to the Weddell Sea. For the Pacific, the observations
show a tripolar pattern with positive temperature anomalies
in the North and South Pacific, and slightly negative temper-
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ature anomalies in the equatorial Pacific (Dong et al., 2006).
For the Indian Ocean, there is a warm signal in both HadISST
(Figs. 7a–d) and GISS (Figs. 7e–h), though the area of signif-
icance is much smaller in the former than the latter.

As for the AMO-related surface temperature over land,
we focus on the Northern Hemisphere, considering the larger
impact on the Northern Hemisphere than the Southern Hemi-
sphere and the lower reliability of the data for the Southern
Hemisphere compared with the Northern Hemisphere for the
first half of the 1900s. Observations show increased temper-
atures over Greenland in all four seasons, maximum anoma-
lies in winter, and minimum anomalies in summer (Fig. 7).
Warming appears over the whole of the North American con-
tinent in winter, summer and autumn, while there is an east–
west dipolar pattern with cooling over eastern North America
and warming over western North America in spring (Fig. 7).
Warming can be found over North Africa in all seasons ex-
cept summer (Fig. 7). In winter, a tripolar pattern is apparent,
characterized by warm–cold–warm anomalies from north to
south over Eurasia (Figs. 7a and e). In spring, the anomalies
exhibit an east–west pattern, with cooling over Europe and
warming over most of Asia (Figs. 7b and f). In summer and
autumn, Europe and eastern Asia show positive anomalies,
except for a slight cooling over central Asia (Figs. 7c–h). In
addition, a dipolar seesaw of the surface temperature over the
Arctic and Antarctic is apparent in GISS in winter and spring
(Chylek et al., 2010).

To illustrate the regions that have signals that agree
among the six models(Figs. S1–S4 in the supporting infor-
mation), we mark red/blue dots to represent the matching
positive/negative regression coefficients in all of the models
(Fig. 8). As can be seen, there is little similarity in the South-
ern Hemisphere among the models, and matchingpositive sig-

nals are present over most of the Northern Hemisphere. The
AMO-related SST patterns bear no obvious seasonality and
show warm anomalies over the equatorial Pacific, most of the
North Pacific and Indian oceans, in addition to the North At-
lantic. For the AMO-related surface temperature over land,
it can be seen that there is a warming over Greenland, with
a maximum extent in winter and spring and a minimum in
summer. Over eastern North America and North Africa, the
warming exists in all four seasons. For Eurasia, warming can
be seen in all four seasons over the Scandinavian Peninsula,
central Asia and eastern Asia. In particular, there is a band
of warming from the Scandinavian Peninsula to East Asia in
autumn.

Compared to the observations, a number of differences
can be found in the models. First, the models are unable to
capture the signals of the Southern Hemisphere and the neg-
ative surface temperature anomalies in the observations, such
as those over western North America in spring and over Eura-
sia in winter and spring. Second, there is an opposite signal
in the equatorial Pacific, in which the models portray positive
anomalies but the observations show weakly negative anoma-
lies. However, besides the warming in the North Atlantic, a
number of similarities can be seen between the observations
and models, such as the warming in the North Pacific, Green-
land, Scandinavian Peninsula, most of North America, North
Africa and East Asia.

3.3.2. Precipitation

Given that the impact of the AMO on precipitation mainly
occurs in summer and autumn (e.g., Sutton and Hodson,
2005, 2007; Zhang and Delworth, 2006; Goswami et al.,
2006; Wang et al., 2009; Kavvada et al., 2013), we focus
here on discussing these two seasons. Figure 9 shows the spa-

Fig. 8. Regression coefficients of surface temperature onto the AMO in each of the six selected models, where the sign
of the regression agrees. Red dots indicate positive coefficients.
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tial pattern of precipitation associated with positive phases of
the AMO in the observation. Increased rainfall can be seen
over the Sahel and north of Brazil, but decreased rainfall over
Brazil, which is a result of the northward shift of the Atlantic
ITCZ (Ting et al., 2011). The amplitude of rainfall over the
Sahel is stronger in summer than in autumn. Less rainfall
is apparent over North America in these two seasons. Europe
features a dipolar pattern, with more rainfall over westernEu-
rope and less rainfall over eastern Europe in summer. There is
enhanced rainfall over Siberia in summer. For the East Asian
summer monsoon, a positive AMO favors intensified rainfall
over East Asia, but less rainfall in autumn. In addition, there
is more rainfall over India in the two seasons, which indicates
a late withdrawal of the Indian summer monsoon (Lu et al.,
2006; Luo et al., 2011).

Similar to Fig. 8, Fig. 10 displays signals of precipitation
in the six models (Figs. S5–S6 in the supplementary materi-
als) that agree. Relative to surface temperature, however,the
precipitation signals are less distinct. Enhanced precipitation
is situated north of the equator over the Atlantic, implying
a northward shift of the Atlantic ITCZ. More rainfall can be
seen over the North Atlantic, Caribbean Sea and tropical east-

ern Pacific, which is related to the warming in these regions.
Moreover, the models produce precipitation patterns that re-
semble the observed patterns of more rainfall over the Sahel
and less rainfall over Brazil, and the late withdrawal of the
Indian summer monsoon. However, more rainfall is apparent
over Europe in autumn in the models, but there is no such
significant rainfall in the observation. Additionally, a num-
ber of the signals in the observation cannot be found in the
models, such as the enhanced rainfall over Siberia in sum-
mer. It should also be mentioned that less rainfall over South
China in summer is apparent, which is contrary to the obser-
vational results and previous studies (Lu et al., 2006; Wang
et al., 2009; Yu et al., 2009). The reason is unclear and needs
to be investigated further.

4. Summary and discussion

Given the difficulties involved in removing the impacts of
external forcing from the AMO in instrumental records and
historical simulations, the “Historical” and “Pre-industrial
Control” simulations of 25 CMIP5 models are used to in-

-0.5            -0.3          -0.1            0.1            0.3            0.5

Fig. 9. Regressions of precipitation (based on CRU data) onto the standardized
AMO index. Black dots indicate statistical significance at the >95% confidence
level, based on thet-test. Units: mm d−1.
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Fig. 10. Regression coefficients of precipitation onto the AMO in each of the six se-
lected models, where the sign of the regression agrees. Red dots indicate positive coef-
ficients, and blue dots negative.

vestigate the AMO as a mode ofinternal variability, and its
associated climatic impacts. First, we assess the skill of the
25 models in simulating the observed AMO, based on their
“Historical” simulations. The results suggest a wide rangeof
skill among the models. Six models that demonstrate better
skill relative to the other models are selected via certain se-
lection criteria. The “Pre-industrial” simulations of these six
models also capture the essential features of the AMO, in-
cluding the multidecadal variability and basin-scale warming
in the North Atlantic.

The modeled AMO-related surface temperatures show
the AMO may have a larger impact on the Northern than the
Southern Hemisphere. Compared to observations, the dis-
tinct difference is the opposite signals in the eastern tropical
Pacific, where SSTs play an important role in AMO-related
non-local impacts (Zhang and Delworth, 2005; Chen et al.,
2014). As for the surface temperature over land, the main dif-
ference is that the negative anomalies over Eurasia and North
America in the observations are not reproduced in the models
during positive AMO phases. Nonetheless, two key similar-
ities are found: (1) warming in the North Pacific; and (2)
warming over Greenland, the Scandinavian Peninsula, North
Africa, eastern North America, and East Asia.

Based on the results of the “Pre-industrial” simulations,
two hypotheses are proposed. Ding et al. (2014) suggested
that the recent surface warming in winter over eastern Canada
and Greenland is likely caused by the natural climate vari-
ability. Here, we also show that the warming over Greenland
is natural climate variability, but related to the AMO instead
of LaNiña-like SST over the eastern equatorial Pacific. The
recent Eurasian cooling has been suggested to be related to
the Arctic sea-ice decline (e.g., Honda et al., 2009; Wu et
al., 2013; Gao et al., 2015) and warming SSTs in the North
Atlantic (Magnusdottir et al., 2004). However, our resultsim-
ply that this recent cooling may not be relatedto the warming
SSTs in the North Atlantic.

The modeled AMO-related rainfall displays a meridional
shift northward of the Atlantic ITCZ, subsequently leadingto
more rainfall over the Caribbean Sea and the Sahel, but less
rainfall over Brazil. In addition, more rainfall can be found
over the North Atlantic corresponding to the magnitude of the
warming there. This variability of rainfall over land as well
as the increased rainfall over India in autumn in the models is
consistent with that observed.

In summary, there is good agreement between the ob-
servation and models in terms of the AMO-related signals
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around the North Atlantic. However, a number of differences
should nevertheless be noted. The reason why the negative
surface temperatures related to positive phases of the AMO
observed over Eurasia and North America are not reproduced
by the models remains unclear, although three possibilities
are suggested as follows: The first is the model bias in simu-
lating the backgroud atmospheric circulation. Kavvada et al.
(2013) pointed out that models successfully capturing the ob-
served features over the ocean do not necessarily also capture
the observed atmospheric pattern. The second is the large dif-
ference between the models and observations in terms of the
North Pacific SST anomalies,which could influence the sur-
face temperature over North America and Europe through the
atmospheric circulation (Frankignoul and Sennéchael, 2007).
And the third is the limitations of the observational data due
to short instrumental records, or impacts from external forc-
ing (Suo et al., 2013).

Regarding AMO remote connections, the same signals
are mainly shown for the warming in the North Pacific and
East Asia, as well as the late withdrawal of the Indian sum-
mer monsoon during positive AMO phases. This is consis-
tenet with many previous studies (Zhang and Delworth, 2005;
Lu et al., 2006; Wang et al., 2009; Zhou et al., 2015). The
oceanic SST anomalies may be the primary cause inducing
temperature/rainfall change over East Asia/India (Lu et al.,
2006; Li et al., 2008; Zhou et al., 2015). But how the AMO
links to the SST variations of the North Pacific is unclear. Be-
sides, the impact of the AMO on East Asia may be associated
with the surface temperature changes from the Greenland Sea
to the Kara Sea,linked to sea ice (Li et al., 2015).

The AMO-related surface temperature and precipitation
patterns can be found in “Pre-industrial” simulations, which
means that these may be related to internal climate variabil-
ity. The AMO is considered as a vital decadal-scalepredictor
because of its low-frequency nature (Keenlyside et al., 2008;
Hurrell et al., 2009; Meehl et al., 2009; Kavvada et al., 2013).
This study provides clues for decadal prediction in regions
mainly influenced by internal climate variability, on the basis
of the view that the real climate consists of natural internal
variability and external forcing (Luo and Li, 2014; Steinman
et al., 2015).
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