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ABSTRACT

This study investigated the simulations of three months of seasonal tropical cyclone (TC) activity over the western North
Pacific using the Advanced Research WRF Model. In the control experiment (CTL), the TC frequency was considerably
overestimated. Additionally, the tracks of some TCs tended to have larger radii of curvature and were shifted eastward.
The large-scale environments of westerly monsoon flows and subtropical Pacific highs were unreasonably simulated. The
overestimated frequency of TC formation was attributed to a strengthened westerly wind field in the southern quadrants of
the TC center. In comparison with the experiment with the spectral nudging method, the strengthened wind speed was mainly
modulated by large-scale flow that was greater than approximately 1000 km in the model domain. The spurious formation
and undesirable tracks of TCs in the CTL were considerably improved by reproducing realistic large-scale atmospheric
monsoon circulation with substantial adjustment between large-scale flow in the model domain and large-scale boundary
forcing modified by the spectral nudging method. The realistic monsoon circulation took a vital role in simulating realistic
TCs. It revealed that, in the downscaling from large-scale fields for regional climate simulations, scale interaction between
model-generated regional features and forced large-scale fields should be considered, and spectral nudging is a desirable
method in the downscaling method.
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1. Introduction

The western North Pacific (WNP) is home to the most
vigorous tropical cyclone (TC) activity. Severe TCs are of
considerable interest for many Asian countries because of the
serious impact of their high winds, associated storm surges,
excessive rain, and flooding. The coarse resolution of GCMs
limits them to simulating TC-like vortices that are broader
and weaker than actual TCs. This is often inadequate for
simulating meaningful TC activity. The simulated vortices
in GCMs usually tend to be lacking in terms of storm track
length, a distinct eye, and rain bands, compared with obser-
vation, although the frequency of simulated TCs is gener-
ally similar to that observed (Wu and Lau, 1992; Haarsma et
al., 1993; Tsutsui and Kasahara, 1996; Camargo and Sobel,
2004). In order to address the question of TC activity more
directly, RCMs, with their relatively higher spatial resolution,
have attracted attention (Camargo et al., 2007; Knutson et al.,
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2007; Feser and von Storch, 2008). As a dynamical down-
scaling strategy, RCMs can reproduce regional weather de-
tails that are influenced by topography, land–sea contrast, and
small-scale atmospheric features. They are forced by large-
scale information from global coupled model simulations,
and provide regional details embedded within low-resolution
lateral boundary data, as well as allow the reproduction of
their large-scale variability.

In regional climate simulations, strong internal variabil-
ity can be generated. In East Asia and the WNP, regional
features such as complicated topography, various land sur-
face conditions, warm local ocean conditions, strong seasonal
monsoon circulation, and thermal convection, affect internal
variability in regional climate simulations. These regional
features can lead to systematic errors in long-term integra-
tions of regional climate simulations. For example, Qian et
al. (2003) found that the systematic errors of precipitation in
their long-term simulation were associated with the steep to-
pography and uncertainties in the moisture processes. Cha
and Lee (2009) showed that errors in precipitation were in-
duced by the enhanced surface latent heat flux caused by the
warm SST anomaly. The spectral nudging technique can re-
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duce these problems, maintaining the added values generated
by the limited-area model, as discussed by von Storch et al.
(2000), Miguez-Macho et al. (2004), Castro et al. (2005), and
Cha et al. (2011). The results of regional models using the
spectral nudging technique do not deviate from large-scale
forcing but sustain the numerical balance, while significant
modifications in small-scale features are allowed in regional
models.

Although this framework clearly depends on the various
sources of large-scale information that are forcing the RCM,
it is necessary to determine how successfully RCMs can be
used for extended simulations of TCs when using the ob-
served atmospheric state and SSTs as perfect boundary con-
ditions. Modeling studies have been conducted previously
for individual TCs as case studies for using the nudging tech-
nique, which focused on its positive effects. For example,
Wang et al. (2013) examined the effect of the spectral nudg-
ing technique in improving a TC simulation over seven days.
Yesubabu et al. (2014) conducted three-day simulations for
several TC cases using grid nudging. Although the simula-
tions of such studies are successful in terms of mesoscale
features, such as track, intensity, or structure of the TC, the
effect of the spectral nudging technique on extended-range
simulations has not been examined. In cases of long-term
simulation studies, a number of studies have reported that
the RCM produces bias in terms of TC frequency. For ex-
ample, Walsh et al. (2004) simulated the regional climate
of TCs over eastern Australia for a 30-year period without
inserting artificial vortices or relaxing the large-scale com-
ponent of the observed atmospheric state. Despite the lack
of generally accepted threshold detection criteria, they con-
cluded that the model generated too many TCs, as compared
to observation. Knutson et al. (2007) also simulated the At-
lantic hurricane activity during the TC seasons of a 26-year
period. The model resulted in a systematic error of generat-
ing a higher TC frequency than observed. Tulich et al. (2011)
also showed significant bias in TC frequency in their six-year
simulation using the tropical channel of the Advanced Re-
search WRF Model (WRF-ARW), which has only meridional
boundaries.

In this context of meaningful predictions of TC activity in
an RCM, the objectives of the present study were to examine
the ability of the limited-area WRF-ARW model to simulate
the three-month TC frequency and track over the WNP for
the three-month period of 18 June to 18 September 2002. We
analyzed the effect of spectral nudging on the regional cli-
mate simulation for TC activity, as well as atmospheric cir-
culation and precipitation over the WNP, and investigated the
reasons why an overestimated TC frequency and relative sys-
tematic errors were generated in the simulation without spec-
tral nudging.

The organization of the paper is as follows. The next sec-
tion describes the RCM, experiment setup and observational
data used in this study. Section 3 presents the simulation re-
sults over the WNP, and section 4 summarizes and concludes
the findings.

2. Model description, experiments and data

Version 3.0.1.1 of WRF-ARW (Skamarock et al., 2005)
was used in this study, employing the Kain–Fritsch cu-
mulus parameterization scheme for subgrid-scale convec-
tion (Kain and Fritsch, 1990, 1993), WSM3 (Hong et al.,
2004) for moist processes of grid-scale cloud and precipita-
tion, the Yonsei University scheme (Hong et al., 2006) for
the PBL, similarity theory (Monin and Obukhov, 1954) for
the surface layer, the NOAH land-surface model (Chen and
Dudhia, 2001) for land surfaces, and the RRTM longwave
(Mlawer et al., 1997) together with the Dudhia shortwave
(Dudhia, 1989) schemes for atmospheric radiation processes.
The WRF model was run for a domain of 30-km horizontal
grid meshes with 200×240 grid points, covering most of the
WNP, and 36 vertical layers with the model top at 50 hPa
(Fig. 1).

For this study, the spectral nudging method developed by
Miguez-Macho et al. (2004) was used. The equation for spec-
tral nudging is

dα
dt
= X(α)+Gαw(η)

∑

|n|�N

∑

|m|�M

Kmn(αo,mn −αmn)eikmxeikny ,

where α is any of the prognostic variables being nudged, X
is the model operator, Gα is the nudging coefficient as in-
verse time, and αo is the reanalysis variable. Here, αmn

and αo,mn are the spectral coefficients of α and αo, respec-
tively. Kmn is the scale-selective nudging coefficient of zero
or one. For this study, this was set to 1 when the m� 7 (zonal)
and n � 6 (meridional) wave numbers corresponded to wave-
lengths larger than 1000 km, which is the synoptic scale. km

and kn are the wave vector components in the x and y direc-
tions, respectively. Note that in this study the characteristic
time of the relaxation corresponded to around 3 h, which cor-
responded to a half cycle of the driving analysis data, avail-
able every 6 h. This meant that Gα = 0.0001 s−1. Because the
characteristic time is a kind of free parameter, Miguez-Macho
et al. (2004, 2005) set it at 5000 s, approximately 1.39 h.
Since using a short relaxation time (large weight coefficient)
could suppress the model-generating small-scale details, we
chose to use a relatively small value. Alexandru et al. (2009)
showed that the model internal variability decreases with an
increased coefficient. Also, we used w(η) = (1−η)2 for a ver-
tical weight function of relaxations, where η is the vertical
coordinate from 1 (surface) to 0 (top). In this study, the spec-
tral nudging was applied to the horizontal wind component
only.

Model experiments were performed for the three-month
period of 18 June to 18 September 2002, during the WNP
active typhoon season, to investigate the seasonal march of
simulated typhoons with and without the application of spec-
tral nudging. The TC season in 2002 was chosen as the target
period because the annual TC frequency over the WNP that
year was 26, which is very close to the 30-year climatological
frequency of 26.09. The experiment without spectral nudging
is referred to here as the CTL run, and the experiment with
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Fig. 1. Track density of TCs in (a) OBS, (b) FNL analysis, (c) CTL and (d) SPN, in the simulation period of 2002. First
positions of TCs are marked.

spectral nudging is termed the SPN run. During the simu-
lation period, the observed TC frequency was 14 in the area
of interest; however, two TCs were not included within the
model domain because they did not influence the East Asian
continent. The remaining 12 typhoons are discussed in this
paper.

The initial and boundary conditions for the model sim-
ulations were obtained from the NCEP Final (FNL) Op-
erational Global analysis data; the data were divided into
1◦ × 1◦ grids on 26 standard pressure levels from 1000 to 10
hPa (http://rda.ucar.edu/datasets/ds083.2/). In order to evalu-
ate the simulated wind and geopotential height, ERA-Interim
data (Dee et al., 2011) were used. In addition, the 3-h
0.25◦ × 0.25◦ merged TRMM and other satellite estimation
data of the version 6 3B42 product were used to evaluate the
simulated precipitation. The observational data were the best-

track data created by the Regional Specialized Meteorolog-
ical Center (RSMC) Tokyo-Typhoon Center; the data were
used to compare the center positions, maximum wind speeds
and minimum pressure of the simulated typhoons. Tropical
depressions were included in the best-track dataset; however,
only TCs with tropical storm intensity or higher are presented
in this study.

To define TCs in the simulated results, we used the objec-
tive algorithms suggested by Nguyen and Walsh (2001) and
Oouchi et al. (2006). In order to evaluate the model perfor-
mance for the system corresponding to the observed intensity
of TCs, some modifications were made. The algorithm de-
fines a simulated TC in an RCM as follows: (1) there must
be a local minimum of SLP; (2) the vorticity must be at least
3.5× 10−5 s−1 at 850 hPa; (3) a point must be warm-core,
i.e., the total tropospheric temperature anomaly calculated
by summing temperature anomalies at 700, 500 and 300 hPa
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around the center of the storm must be greater than zero; (4)
the mean wind speed in a 500 km2 region around the center of
a point at 850 hPa must be higher than that at 300 hPa; (5) the
total tropospheric temperature anomaly has to be greater than
1.5 K; (6) the duration of a model TC satisfying the above
conditions must last at least one day; and (7) the surface wind
speed has to exceed 17.5 m s−1, which corresponds to tropical
storm intensity or higher in the RSMC scale. A simulated TC
was identified if all the above criteria were satisfied. After a
storm was identified, its track was traced from the identified
point.

3. Results

3.1. Simulated TCs

Figure 1 shows the first position of all TCs appearing in
the RSMC best-track data (OBS), FNL analysis, CTL and
SPN at the time when each TC reached the strength of a trop-
ical storm. During the simulation period, 12 TCs were ob-
served within the model domain (Fig. 1a). In the FNL analy-
sis data, which were used for the model boundary conditions,
9 TCs were found using the objective search algorithms of
this study (Fig. 1b). Although a lower number of TCs was
represented in the FNL data, the first position was in good
agreement with OBS. However, the two experiments showed
a large difference in the number of simulated TCs. CTL sim-
ulated 25 TCs, and SPN simulated 16 TCs (Figs. 1b and c).
The spuriously simulated TCs in CTL were concentrated in
the area of (10◦–20◦N, 125◦–155◦E), east of the Philippines.
The formation of a few spurious TCs also occurred in SPN.

To examine the tracks of the TCs in the models and obser-
vations, the probability density of TC tracks is also shown in
Fig. 1. CTL simulated a relatively high probability density
of tracks over the basin of (10◦–20◦N, 110◦–160◦E), with
an east–west extended pattern. TC tracks in CTL tended

not only to have longer curvatures but were also shifted
eastward, showing approximate south–north paths. How-
ever, SPN showed a high probability density of tracks with
a southeast–northwest direction of the two main streams as
shown in OBS. The maximum location of the track density
over the East China Sea in SPN was comparable to that ob-
served. Furthermore, in SPN the area related to landfall over
the Korean Peninsula agreed well with observations.

The characteristics of the simulated TC intensity were ex-
amined in terms of the number of TCs versus the minimum
central pressure (Fig. 2). The observational distribution of
the minimum central pressure was classified by two groups in
which a peak of weaker (stronger) TCs appears in the range
of 990–980 hPa (940–930 hPa). Both experiments overesti-
mated the mid-intensity TCs. On average, the minimum cen-
tral pressure in OBS was 956.7 hPa, while those in CTL and
SPN were 960.9 and 970.1 hPa, respectively. The CTL cen-
tral pressure was close to that observed, but that of SPN was
about 14 hPa less than observed. Although CTL seemed to
show good ability in simulating TCs with intense minimum
central pressure, it was found that CTL produced especially
higher numbers of weaker TCs, which could be mitigated
in SPN. It was notable that the stronger TCs were not suf-
ficiently simulated in SPN. Since the spectral nudging tech-
nique provides additional forcing for the model solution to
have realistic large-scale flows, the nudged large-scale forc-
ing may dilute small-scale forcing, which is necessary for a
TC’s strength in its mature stage. On the other hand, the spu-
rious TCs due to erroneous mutual interaction between large-
scale flows and small-scale flows could be controlled in SPN.

3.2. Precipitation and atmospheric circulation

Figure 3 shows the observed and simulated three-month
mean precipitation and wind fields over the entire model do-
main, excluding the buffer zone. Observationally, the dis-
tribution of the precipitation was characterized by two rain

Fig. 2. Number of TCs (NTC) versus minimum central pressure (hPa) in OBS,
CTL and SPN.
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Fig. 3. The three-month mean (a–c) precipitation (mm d−1) and (d–f) 850 hPa wind vector, 200 hPa wind speed (m
s−1; contours and shading) and 5880 geopotential height contour (thick solid line), in the (a, d) observation, (b, e) CTL
run and (c, f) SPN run. The observed precipitation and atmospheric variables are from TRMM and ERA-Interim data,
respectively.
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bands and a dry region over the ocean. One of the rain
bands extended from the South China Sea to Korea and
Japan, which was related to the East Asian summer monsoon
(EASM). The other was over the WNP along 10◦N, which
resulted from the WNP summer monsoon (WNPSM). A rel-
atively dry region appeared in the subtropical high over the
WNP, south of Japan, between 20◦N and 40◦N.

In CTL, the precipitation area related to the EASM was
extended eastward over the subtropical WNP, with overesti-
mated precipitation over the dry region southeast of Japan. In
addition, the WNPSM precipitation area was overestimated
considerably and shifted northward. The overestimated pre-
cipitation in CTL was attributed to inaccurate simulations
of atmospheric monsoon circulation, as well as TCs. CTL
simulated stronger monsoon westerly flows in the area along
10◦N, from the west of the Philippines, compared to those
observed. The strong westerly flow prevented the WNP sub-
tropical high (WNPSH) from extending westward to East
Asia. The simulated 5880 geopotential height contour was
displaced to the east by approximately 15◦. Consequently, the
confluence of westerly and easterly flows over the southern
vicinity of the WNPSH turned northward and shifted more
eastward than observed. This resulted in intensified cyclonic
circulation near 20◦N, south of Japan. The overestimated
precipitation over the dry area to the southeast of Japan was
likely simulated by the migration of convective cells due to
the intensified cyclonic circulation, and also by the paths of
TCs along the incorrect cyclonic flows (refer to Fig. 1). These
results indicate that the mean low-level flow, upper-level flow,
and subtropical WNP were not correctly simulated in CTL,
which was an unfavorable environment for the development
of TCs over the WNP.

In SPN, the overestimated precipitation of the EASM and
WNPSM in CTL was considerably reduced. SPN improved
the low-level monsoon circulation, and therefore westerly
flows along the western boundary of the subtropical high
were much weakened, and the anticyclonic circulation of the
WNPSH was much intensified. Thus, the eastward extension
of the EASM precipitation was significantly corrected. The
overestimated WNPSM precipitation was also reduced. It is
notable that the precipitation over southern China in SPN was
increased and that the precipitation over central and north-
ern China was decreased as compared to CTL. This indi-
cates the importance of interactions between model scale and
large-scale variables when an RCM is forced by large-scale
fields. The improvement of the simulation of precipitation
is evidenced by the spatial correlation coefficients between
the simulations and observation. The spatial correlation co-
efficient over ocean (land) increased from 0.61 (0.61) to 0.78
(0.90) when the spectral nudging technique was applied.

Figure 4 shows the eigenvector of the EOF and the time
series of the corresponding first-mode eigenvalue of a six-
hourly 925-hPa wind vector during the simulated period.
In the observation (ERA-Interim), the first eigenvector ac-
counted for 14.0% of total variance, which was characterized

Fig. 4. First-mode eigenvectors and its percentage of total vari-
ance, which is shown in the parenthesis, from the EOF analysis
of the six-hourly 925-hPa wind vector (units: m s−1) during the
total simulated period in (a) OBS (ERA-Interim), (b) CTL and
(c) SPN. (d) Corresponding PC time series in OBS (thick solid
line), CTL (thin solid line) and SPN (dotted line).
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by a dipole pattern of anticyclonic circulation between 30 ◦N
and 45◦N, and cyclonic circulation along 20◦N between
120◦E and 160◦E (Fig. 4a). The active cyclonic circulation
indicated an active monsoon trough, which was also coupled
with the anticyclonic circulation. This reflects the intensifica-
tion of the monsoon trough. The southern branch of the cy-
clonic circulation extended eastward from the Philippine Sea,
thereby covering the southwestern North Pacific. This pattern
was also noticeable in the study of Harr and Elsberry (1995).
However, in CTL, these patterns were not reproduced, as they
were somewhat distorted in the simulation (Fig. 4b). That is,
in CTL, the simulated cyclonic circulation dominated over
the ocean in the model domain, and the observed anticyclonic
circulation east of Japan was not simulated. Thus, an exag-
gerated strong cyclonic flow was simulated in the southwest-
ern North Pacific in CTL. The observed circulation pattern
was reasonably reproduced in SPN but the cyclonic circula-
tion was intensified, with its center having moved eastward
(Fig. 4c). It should be noted that in SPN the eigenvector pat-
tern and the corresponding principal component (PC) time
series of the 925-hPa wind were closely comparable with ob-
servations (Fig. 4d). The PC time series of the observation
and SPN indicated intra-seasonal variability with an approx-
imate 20-day cycle, implying that SPN was able to simulate
the temporal variability of the atmospheric circulation.

The good agreement of SPN was indicated well by the
temporal variation of the cross-correlation coefficient of 500
hPa geopotential height between the simulations and ERA-
Interim data (Fig. 5). The simulated atmospheric flows in
CTL without the adjustment of the large-scale pattern were
readily deviated from the lateral boundary conditions be-
cause of a lack of interaction between the large-scale field
and TCs within the model. It was noticeable that the mature
stage of TCs being under 945 hPa was likely to decrease the
cross-correlation coefficient in CTL. Although CTL allowed
the model-generating small-scale details more than SPN, the
stronger TCs in CTL tended to reduce the reliability of the

simulations, with inaccurate large-scale wind fields.
Figure 6 shows the 3-month mean spectral variances of

the kinetic energy over the entire domain at the height of 10
m, and the corresponding ratio of CTL to SPN. There was lit-
tle difference between the two simulations at the small scale,
under the wavelength of 1000 km (wave number of 7), which
corresponds to the cutoff wave number of the spectral nudg-
ing technique used in this study. However, the difference at
the large scale was greater because of the distorted atmo-
spheric flows. Although the variance of kinetic energy was
small at the small scale, the ratio of the spectra of CTL to
those of SPN showed a large value at the small scale, com-
pared with that at the large scale (Fig. 6b). It can be seen that
the ratio had a peak at the wave number of 17 (wavelength
of 450 km), which can correspond to an average TC radius.
CTL resolved more kinetic energy at this wave number than
SPN, as more TCs were simulated. Thus, it was concluded
that small-scale circulations in CTL were readily affected by
the large amount of kinetic energy in the large-scale circula-
tions.

3.3. Large-scale patterns at the formation of TCs

To investigate the large-scale patterns at the formation of
TCs, the classification method of Lee et al. (2008) was used
for the experiments in this study. Through the use of the
low-level wind flow and surge direction of the satellite-based
wind data at the first time of the best-track data (Table 1), Lee
et al. (2008) classified the formation of TCs into six synoptic
patterns; easterly wave (EW); northeasterly flow (NE); co-
existence of northeasterly and southwesterly flow (NE-SW);
southwesterly flow (SW); monsoon confluence (MC); and
monsoon shear (MS). The set of criteria was established on
the magnitude of the zonal and meridional wind components
in the four 5◦ ×5◦ latitude–longitude quadrants. In this study,
the same criteria were used for classifying model-simulated
synoptic flow patterns associated with TC formation (Table
1), but the formation time was taken at the first time of an

Fig. 5. Temporal variation in the cross-correlation coefficient of geopotential
height at 500 hPa between the simulations and ERA-Interim data. The TC
marks indicate when TCs appeared for the first time. The duplicated red lines
of CTL are marked to indicate the time when TCs under 945 hPa existed. P1
indicates the period of 2–6 September, and P2 is the period of 11–14 September,
which are also referred to in Fig. 7.
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Table 1. Criteria used for classifying the six synoptic flow patterns associated with the 124 TC formations, which were applied to identify
strong (> 5 m s−1) and weak (< 2 m s−1) average zonal (U) and meridional (V) wind components and their directions (+/−) at low levels
(850 and 925 hPa) in the four 5◦ ×5◦ latitude–longitude quadrants with respect to the system center. Blank indicates null values.

NE quadrant NW quadrant SW quadrant SE quadrant

Synoptic pattern U V U V U V U V

EW (−) strong (−) weak (−) strong (−) weak
NE (−) strong (−) strong (−) strong

NE-SW (−) strong (+) strong
SW (−) strong (−) weak (+) strong (+) strong
MC (+) strong (+) strong
MS (−) strong (+) strong

Fig. 6. (a) Spectral variances of the kinetic energy at the height
of 10 m in CTL (solid) and SPN (dashed). (b) Ratio of the spec-
tra between CTL and SPN (CTL/SPN). The wave number 7 is
the top wave number to nudge. The wave numbers of 15 to 19
correspond to a radius of TC, which is indicated by arrows of
the x-axis.

isolated circular of local minimum SLP associated with an
identified TC occurrence, which was archived by backward
tracing from the first time of the TC track. On average, the
time interval between the formation time and the first time
of simulated TC tracks was about 48 hours. A more detailed
description for the classification method can be found in Lee

et al. (2008).
As a result of this classification, five classes of low-level

flow patterns were identified for both experiments (all except
the EW pattern) (Table 2). However, four cases were only
identified in the observation (all except the EW and MC pat-
tern). It is important to note that, regarding the classification
in the observation, FNL analysis data were used for the low-
level wind flow and surge direction, and the first time and
location of the RSMC best-track data were also employed. In
CTL (SPN), there were 5(3) NE cases, 4(4) NE-SW cases,
1(2) SW cases, 10(5) MC cases, and 1(2) MS cases. CTL
simulated the MC pattern twice more than SPN, and even
4 TCs of non-classified patterns, which were not shown in
SPN. Figure 7 shows the composite 925 hPa flows for each
pattern. The low-level flow patterns of this study correspond
well with those analyzed in Lee et al. (2008). CTL enhanced
the southern quadrants with respect to the center of a TC sys-
tem, as compared to SPN. In CTL, the non-classification pat-
terns indicated TC cases that were generated near the eastern
boundary of the model domain, due to the lack of interaction
with large-scale flows forced from the lateral boundary. A
typical example of a non-classified pattern is shown in Fig.
7f.

Higher numbers of CTL TCs in the MC case were mostly
attributed to the enhanced wind speed in the southern quad-
rant, which resulted in an inaccurately active monsoon trough
(refer to Fig. 3e). Harr and Elsberry (1995) pointed out that
the enhancement of the monsoon trough was associated with
active TCs in lower latitudes of the WNP. It should also be
noted that monsoon-related flows are responsible for multiple
TC geneses. For example, during the period P1 (2–6 Septem-

Table 2. Distribution of the number of formation cases associated
with the synoptic flow patterns.

Synoptic pattern CTL SPN OBS (FNL)

EW 0 0 0
NE 5 3 4

NE-SW 4 4 5
SW 1 2 1
MC 10 5 0
MS 1 2 2

Others 4 0 0
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Fig. 7. Composite 925-hPa streamlines and wind speed (m s−1; shaded) for the (a, g, l) NE, (b, h, m) NE-SW,
(c, i, n) SW, (d, j) MC and (e, k, o) MS synoptic patterns, in (a–e) CTL, (g–k) SPN and (l–o) OBS. (f) “Others”
indicates the non-classified patterns. x indicates a grid length in unit of 30-km.
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Fig. 8. 925-hPa streamline and wind speed (m s−1; shaded) in the CTL at (a) 0000 UTC 3 September 2002 and (b) 0000 UTC 6
September 2002 for the period P1, and (c) 0000 UTC 11 September 2002 and (d) 0000 UTC 14 September 2002 for the period
P2.

ber) and P2 (11–14 September), the 925 hPa streamlines and
wind speed successfully diagnosed the synoptic conditions
associated with the simultaneous formation (Fig. 8). For the
first date of P1, strong westerly flows along 10◦N sustained
for four days prior to the formation of the TCs in CTL (Fig.
8a). A time series of confluent regions was collocated with
the maximum gradient of the zonal flow and the cyclonic
shear extending from east of the Philippines to the western
boundary of the model domain. The zonal and meridional
winds were also gradually intensified over the four days, lead-
ing to the simultaneous formation of two NE-SW pattern TCs
and two MC TCs (Fig. 8b). About five days later, a similar
streamline and wind speed appeared again in the same region
in CTL (Figs. 8c and d). For the first date of P2, the mon-
soonal westerly flow in CTL was strong in the region of the
monsoon shear line. In P2, the simultaneous formation of
three TCs of the MC pattern occurred, while the wind speed
was intensified over three days. In the observation and SPN,
however, there was no significant change in flow patterns dur-
ing the two periods (not shown).

The erroneous wind induced increased surface fluxes
of moisture and latent heat though friction-induced conver-
gence, which resulted in increased equivalent potential tem-
perature at the surface. In the surface layer scheme used in
this study (Oncley and Dudhia, 1995), the parameterization
for the surface moisture flux is based on eddy perturbation
quantities, such as the friction velocity (u∗) and characteris-
tic moisture (q∗). The surface moisture flux is then given by
u∗q∗. The enhanced friction velocity by the erroneous wind
and wind shear in CTL played a role in increasing the sur-

face fluxes of moisture and latent heat. This relationship is
known as a wind-induced surface heat exchange (WISHE) in
several studies (Emanuel, 1986; Emanuel et al., 1994; Craig
and Gray, 1996). Figure 9 shows the temporal variations of
the three-hourly frictional velocity, surface moisture flux, sur-
face latent heat flux, and equivalent potential temperature at
the surface, averaged over the ocean at (10 ◦–20◦N, 125◦–
165◦E), in which most of the simulated TCs were formed.
The temporal variations of all variables were significantly
correlated with each other. CTL tended to simulate a stronger
friction velocity over the entire period, compared with SPN.
The stronger friction velocity tended to simulate more sur-
face moisture and more latent heat in CTL than SPN. Due
to the moisture and heat enhancement from the sea surface,
the equivalent potential temperature at the lowest model level
also increased, which could have fueled the initiation and in-
tensification of TCs.

4. Summary and conclusions

In this study, we investigated the simulated formation
and development of TCs over the WNP for a 3-month pe-
riod using the WRF model and boundary data forced by FNL
analysis data. The effect of the spectral nudging method on
the seasonal frequency and intensity of simulated TCs was
analyzed. The simulation without spectral nudging (CTL)
showed not only an overestimated frequency and unrealistic
tracks of TCs, but unreasonable seasonal mean fields of pre-
cipitation and low-level circulation too. In CTL, the summer
monsoon precipitation along 10◦N over the WNP was con-
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Fig. 9. Time series of (a) frictional velocity, (b) moisture flux, (c) latent heat flux and (d) equivalent potential temperature, at
the lowest model level in CTL (thick line) and SPN (dashed line). The TC marks indicate when TCs appeared for the first time.

siderably overestimated and northward-shifted due to inac-
curately simulated atmospheric monsoon circulation, as well
as TC frequency and tracks. CTL simulated strong westerly
flow and a weakened WNPSH. The maximum intensity of
TCs also tended to be more excessive. The number of spuri-
ous TCs was increased due to a kind of climate drift effect in
the later part of the simulation period.

The overestimated number of TCs in CTL was attributed
to the multiple TC formation associated with the inaccurate
monsoon trough, which was mainly modulated by enhanced
large-scale flows greater than 1000 km. The enhanced kinetic
energy of the large-scale flow in CTL implied that the model
could not correctly reproduce the observed atmospheric cir-
culation due to the lack of interaction between large-scale
flows provided by the lateral boundary and model-generated
flows. Consequently, the model simulated incorrect or dy-
namically imbalanced large-scale flows in the long integra-
tion of the model. These results are consistent with several
studies (e.g., Rinke and Dethloff, 2000; Lee et al., 2004;
Miguez-Macho et al., 2004). Rinke and Dethloff (2000) in-
dicated that most errors in climate simulations over the Arc-
tic using a regional model resulted from differences in wave-
lengths longer than 1000 km, which corresponds to the cutoff
of large-scale flows in this study.

In the classification of the low-level wind patterns at the
formation of TCs, CTL simulated twice as many TCs of the
MC pattern defined by Lee et al. (2008) than those in SPN.
More simulated TCs of the MC pattern in CTL was mostly
attributed to enhanced westerly monsoon flows in the south-
ern quadrant with respect to the TC center. Furthermore, en-
hanced wind speed caused the model to produce more mois-

ture content and increased temperature at the lowest level
over the ocean, which in turn initiated more typhoons by in-
creasing the conditional instability.

It should be emphasized that a realistic monsoon circula-
tion takes a vital role in simulating realistic TCs. Owing to
the realistic low-level monsoon circulation in SPN, the west-
erly flow along the western boundary of the model domain
and the anticyclonic circulation of the WNPSH were much
improved. SPN reduced the exaggerated number of TCs and
erroneous rainfall of the major rain bands of the EASM and
WNPSM, due to the simulated spurious wind field compared
to CTL. The interaction between the large-scale environment
and internal variability in the regional model was reasonable
as a result of using the spectral nudging technique.

The summer monsoon over East Asia and the WNP is
affected by many factors, such as the subtropical high in
the WNP, the midlatitude low-pressure systems and block-
ing highs, land surface processes related to soil moisture and
snow depth, and the SST (Weng et al., 2004). Cha and Lee
(2009) investigated the systematic errors of simulated precip-
itation associated with the summer monsoon by applying the
spectral nudging technique. In this study, the spurious TC
formation, which was attributed to inaccurate monsoonal at-
mospheric flow fields, was corrected by the proper simulation
of the synoptic background using the spectral nudging tech-
nique.

Regional climate simulations are also dependent on phys-
ical parameterization schemes, especially cumulus parame-
terization and grid-scale resolvable schemes. Used in this
study, the Kain–Fritsch scheme, whose convection is deter-
mined by CAPE, can overestimate convection and precipita-
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tion over the ocean. Strong convection can trigger unreason-
able positive feedback during a long period of simulation. In
the future, the effect of convection in longer simulations of
TCs should be investigated, and it is also necessary to further
investigate the intensity of simulated TCs through the cou-
pling of RCMs with ocean models.
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