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ABSTRACT

A modified Bowen ratio (BRm), the sign of which is determined by the direction of the surface sensible heat flux, was
used to represent the major divisions in climate across the globe, and the usefulness of this approach was evaluated. Five
reanalysis datasets and the results of an offline land surface model were investigated. We divided the global continents into
five major BRm zones using the climatological means of the sensible and latent heat fluxes during the period 1980–2010:
extremely cold, extremely wet, semi-wet, semi-arid and extremely arid. These zones had BRm ranges of (−∞, 0), (0, 0.5),
(0.5, 2), (2, 10) and (10, +∞), respectively. The climatological mean distribution of the Bowen ratio zones corresponded
well with the Köppen-like climate classification, and it reflected well the seasonal variation for each subdivision of climate
classification. The features of climate change over the mean climatological BRm zones were also investigated. In addition
to giving a map-like classification of climate, the BRm also reflects temporal variations in different climatic zones based on
land surface processes. An investigation of the coverage of the BRm zones showed that the extremely wet and extremely arid
regions expanded, whereas a reduction in area was seen for the semi-wet and semi-arid regions in boreal spring during the
period 1980–2010. This indicates that the arid regions may have become drier and the wet regions wetter over this period of
time.
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1. Introduction
The patterns observed in Earth’s climate over the surface

of the continents are related to the distribution of vegetation
and are thus spatially heterogeneous. An approach is needed
to classify the continental climate based on variations in the
landscape. The first widely accepted classification of climate
was proposed by Koöppen (1931) and was based on the idea
that the native vegetation of a region is the best expression
of its climate. This initial classification was modified by Tre-
wartha and coworkers (Trewartha and Sale, 1968; Trewartha
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and Horn, 1980) and, based on these earlier studies, a world
map of climate classification was proposed (Kottek et al.,
2006; Peel et al., 2007).

The method used for the Koöppen-like climate classifica-
tion (KCC) is based on the monthly surface air temperature
(SAT) and the rate of precipitation. As the latter parameter
largely determines the local humidity near Earth’s surface,
KCC focuses on the natural underlying hydrothermal status
of landscapes. Reliable, long-term site observation records
are available for both SAT and precipitation (Jones et al.,
1999; Chen et al., 2002), which means that KCC is both ob-
jective and simple to use (Feng et al., 2012; Tang and Hos-
sain, 2012; Gallardo et al., 2013; Elguindi et al., 2014). The
KCC map corresponds well to maps of ecological regions
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(Warry and Hanau, 1993; Olson et al., 2001; Menon et al.,
2010; Pearch, 2011), although these are based on the distri-
bution of species and communities. The functional types of
plants represent the close connection between the land sur-
face cover and environmental conditions (Golluscio and Sala,
1993; Smith et al., 1993; Condit et al., 1996; Woodward and
Cramer, 1996; Rusch et al., 2003; Navarro et al., 2006; Ustin
and Gamon, 2010).

KCC divides the global continental climate into five or
six major divisions, including the equatorial zone, the arid
zone, the warm temperate zone, the snow zone, and the po-
lar zone, all of which include several subdivisions (Trewartha
and Horn, 1980; Kottek et al., 2006; Peel et al., 2007). On
the global scale, the major divisions of climate classification
systems seem to be more useful in climate analysis than their
subdivisions. For example, arid and semi-arid (SA) regions
are usually considered together in analyses of climate change
(Ragab and Prudhomme, 2002; Holmgren et al., 2006; Poul-
ter et al., 2014), regardless of the fact that they usually cor-
respond to deserts and temperate grasslands, respectively.
Other indices have also been used to show the major divi-
sions in climate; for example, the United Nations Environ-
ment Programme has used several aridity indices based on
the balance of water or energy fluxes on the land surface to
produce a map of “dryness” (Budyko, 1961; Middleton and
Thomas, 1997). Indices derived from remotely sensed data,
such as the normalized difference vegetation index, can also
tell the differences in land surface from the viewpoint of veg-
etation cover (Defries and Townshend, 1994; Walker et al.,
2003; Wang et al., 2005; Zhang et al., 2014; Sun et al., 2015).

The turbulent energy fluxes within the surface boundary
layer reflect the hydrothermal characteristics near the land
surface. The surface sensible heat has a large positive (i.e.,
upward) value over hot regions, such as deserts, and small or
even negative (i.e., downward) values over cold regions, such
as Greenland. By contrast, the humidity status of soil largely
modifies the latent heat flux (or evapotranspiration rate), and
both of them are largely determined by local precipitation.
Besides, in some regions with little precipitation, like an oa-
sis, the soil can be humid and the evaporation is strong due
to other kinds of water supplements, like inland rivers or ar-
tificial irrigation (Paltineanu et al., 2011). Changes in the un-
derlying surface are more rapidly reflected in changes in the
turbulent heat fluxes than in the local SAT and rate of precipi-
tation, which are mainly modified by large-scale atmospheric
circulation.

The Bowen ratio (BR) was originally defined as the ra-
tio between the sensible heat flux and the latent heat flux
(Bowen, 1926; Lewis, 1995):

BR =
HS

lE
, (1)

where HS is the sensible surface heat flux (upwardly pos-
itive), E is the evapotranspiration rate (upwardly positive),
and l is the latent heat of vaporization of water. The BR
partly reflects the intensity of evapotranspiration (or water
use) or the humidity over different types of underlying sur-

face over a long period of time (Pitacco et al., 1992; den
Hartog et al., 1994; Todd et al., 2000; Inman-Bamber and
McGlinchey, 2003). An arid, warm region generally has a
large BR, whereas a humid, cool region usually has a small
BR. As the BR partly reflects the hydrothermal features in
the surface boundary layer, we used it to describe the global
continental climate.

2. Data and methods

2.1. Datasets

Unlike the SAT or rate of precipitation, neither the sensi-
ble nor the latent heat flux could be precisely monitored by
field observations until the development of eddy covariance
techniques (Dabberdt et al., 1993; den Hartog et al., 1994;
Baldocchi et al., 1996, 2001; Toda et al., 2002; Wilson et al.,
2002; Baldocchi, 2003; Krishnan et al., 2012). There are only
a few tens of observation sites worldwide that have recorded
the turbulent heat flux for more than 10 years, and not all of
these sites share their data. The observed surface turbulent
heat fluxes still contain uncertainties as a result of the design
of equipment and the flux source area (footprint) (Fisher et
al., 2008), and are therefore not suitable for the determina-
tion of global land–air interactions. Global surface energy
heat fluxes are, however, available in many datasets based on
model products, such as reanalysis data or data from IPCC
AR5 (Taylor et al., 2012). Although these model-based prod-
ucts have limitations, they are generally able to give a quali-
tative description of the surface climate over different under-
lying surfaces. This encouraged us to investigate features of
the global land surface by comparing the land surface heat
fluxes from different kinds of datasets.

Reanalysis datasets have been used to build sensible and
latent heat fluxes over the oceans (Yu et al., 2008). The en-
ergy fluxes at Earth’s surface from reanalysis datasets are
produced directly by numerical land surface models (usu-
ally based on bulk formulas) without assimilation with ob-
servations. The uncertainty within the numerical models
will lower the reliability of these data. Nevertheless, when
the temperature, humidity and parameters (like roughness)
within the surface layer can be determined correctly, reanal-
ysis can produce a reasonable spatial distribution pattern for
global sensible and latent heat fluxes.

Five reanalysis datasets were chosen: (1) ERA-Interim
(ERA-I) (Dee et al., 2011); (2) NCEP–NCAR (NCEP-R1)
(Kalnay et al., 1996); (3) NCEP–DOE AMIP-II (NCEP-
R2) (Kanamitsu et al., 2002); (4) JRA-55 (Kobayashi et al.,
2015); and (5) 20th century reanalysis, version 2 (20thC)
(Compo et al., 2011). Monthly means for four variables—
SAT, precipitation rate, sensible and latent heat fluxes—were
used in this study. The ensemble mean (EM) of the reanalysis
data can be expected to minimize the uncertainty, so this was
our primary focus. A product from the Global Land Data As-
similation System (GLDAS) (Rodell et al., 2004) was also
used. GLDAS has been developed jointly by scientists at
NASA’s GSFC (Goddard Space Flight Center) and the Na-
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tional Oceanic and Atmospheric Administration’s NCEP. It
makes use of the latest generation of ground- and space-
based observation systems, to force and evaluate different
kinds of land surface model. In the second version of GLDAS
used in this study, only the data from the Noah land surface
model has been published so far. A general description of
all datasets used is given in Table 1, noting the difference in
land-surface models. For convenience, we re-gridded all the
datasets onto a 1◦×1◦ grid.

2.2. Modified Bowen ratio
A negative latent heat flux can exist when the condensa-

tion of water vapor is greater than evapotranspiration near the
land surface (Bintanja, 2000; Jacobs et al., 2008). Therefore,
a negative BR may correspond to either a negative sensible
heat flux or a negative latent heat flux. The sensible and la-
tent heat fluxes over the Arctic or Antarctic regions can both
be negative at the same time, leading to a positive BR close
to that measured in temperate zones. To avoid the possibility
of a cold region showing a similar BR to a temperate region,
the modified BR is defined as

BRm =

∣∣∣∣∣
HS

lE

∣∣∣∣∣× sgn(HS) , (2)

where the function sgn(x) gives the sign of the variable x. Us-
ing this definition, the BRm will always be negative when the
local sensible heat flux is negative (i.e. downwards) regard-
less of the sign (or direction) of the latent heat flux. Thus, the
BRm can distinguish a cold region from a warm region using
the direction of the sensible heat flux.

The absolute value of the local BRm can be extremely
large if the value of lE is close to zero. To avoid the effect
of a large BRm on the average calculation, the average BRm
(〈BRm〉), regardless of the spatial or temporal scale or for an
EM of several datasets, are derived not from the ensemble of
BRms (for all grids or time steps) but from the corresponding
averages of the surface heat fluxes:

〈BRm〉 =
∣∣∣∣∣
〈HS〉
〈lE〉

∣∣∣∣∣× sgn(〈HS〉) . (3)

The Antarctic continent was not included in this study as a re-
sult of the large discrepancy in the surface atmospheric vari-
ables in reanalysis (Nicolas and Bromwich, 2014). This is
due to the low number of long-term observations in this re-
gion (Turner et al., 2005).

3. Results
Figure 1 shows the climatological mean BRm determined

from the EM of the reanalysis of the datasets. The distribu-
tion patterns of the climatological mean BRm (1980–2010)
determined from all the datasets were similar and the corre-
lation coefficients of the spatial patterns using the EM BRm
were all greater than 0.6. These results encouraged us to use
the BRm to represent different climatic zones.

3.1. Globally averaged Bowen ratios

The globally averaged BRm over the continent north of
60◦S reflects the general hydrothermal status of the global
land surface (Fig. 2). Most of the datasets tended to give a
positive climatological mean BRm, both in each season and
annually, except for the NCEP-R2 dataset in winter (Decem-
ber, January and February; DJF). The climatological mean
values of BRm for all seasons and the annual mean from all
reanalyses were less than 1, indicating that the average latent
heat flux was greater than the sensible heat flux.

The globally averaged values of BRm decreased linearly
in all seasons during the period 1980–2010. There were some
exceptions to this, including the JRA-55 dataset in spring
(March, April, May; MAM), the 20thC dataset in summer
(June, July, August; JJA) and the NCEP-R1 dataset in au-
tumn (September, October, November; SON). This negative
trend in the values of BRm means that the available energy
is partitioned more towards the latent heat flux. This is iden-
tical to the increase in global vegetation density (Bounoua et
al., 2000) that occurs in SA regions (Fensholt et al., 2012)
as a result of surface warming, especially over the mid- to
high-latitude zones in the Northern Hemisphere (Zhou et al.,
2003).

The climatological mean globally averaged BRm given
by GLDAS was much larger than those from other reanaly-
ses. The sensible heat flux in GLDAS was greater and the
latent heat flux was smaller than those in reanalysis datasets.
For example, in JJA, the climatological mean of globally
averaged sensible heat flux over land was 70.3 W m−2 in
GLDAS, while the maximum of the reanalyses was given by
20thC, being 54.7 W m−2. As for the mean latent heat flux in
JJA, the result given by GLDAS was only 44.5 W m−2, and
the smallest result from the reanalyses was given by JRA-
55, being 55.2 W m−2. One potential reason for the differ-
ences is that GLDAS does not consider the feedback from
land–surface processes to atmospheric circulation. However,
whether the results from reanalysis are better than GLDAS is

Table 1. Details regarding the datasets used in this study.

Name Duration Resolution (Lat × lon) Land-surface model

ERA-I 1979 to present 1.5◦ ×1.5◦ TESSEL (Viterbo and Beljaars, 1995)
20thC 1871 to present 1◦ ×1◦ Noah land surface model (Ek et al., 2003)

NCEP-R1 1948 to present 1◦× ∼ 1.875◦ OSU model (Pan and Mahrt, 1987)
NCEP-R2 1979 to present 1◦× ∼ 1.875◦ OSU model (Pan and Mahrt, 1987)

JRA55 1958 to present 1.25◦ ×1.25◦ Simple Biosphere model (Sellers et al., 1986)
GLDAS (V2) 1948 to 2010 1◦ ×1◦ Noah land surface model (Ek et al., 2003)
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not easy to ascertain.
The temporal correlation coefficients of the annual glob-

ally averaged values of BRm between each dataset and the
EM of the reanalyses were significant (Table 2); the only ex-
ception was from the ERA-I dataset in JJA. The correlation

coefficients of the values of the BRm between GLDAS and
the EM were also significant, except in JJA and SON. Iden-
tical interannual variations in the value of BRm across most
datasets can be attributed to the southern oscillation index,
which has the largest impact on the pattern of global precip-

Fig. 1. Patterns of mean climatological BRm in (a) DJF, (b) MAM, (c) JJA, (d) SON and (e) annual means (ANN) for
the period 1980–2010. Results are derived from the EM of the five reanalysis datasets. Contour intervals are 4, 0.1,
0.3, 2 and 4 for the BRm ranges of the five zones, respectively: (−∞ to 0; EC, blue); (0–0.5; EW, dark green); (0.5–2.0;
SW, green); (2.0–10; SA, yellow); and (10 to +∞; EA, orange). The total areas of the five BRm zones (columns; units:
1013 m2) and the standard deviations (error bars; units: 1013 m2) are shown in (f).

Table 2. Correlation coefficients for the annual global mean Bowen ratios during 1980–2010 between the datasets used in this study and
the ensemble mean of the reanalyses.

Dataset

20thC NCEP-R1 NCEP-R2 ERA-I JRA55 GLDAS

DJF 0.83 0.79 0.87 0.87 0.56 0.46
MAM 0.69 0.73 0.68 0.64 0.54 0.36

JJA 0.47 0.63 0.71 0.10* 0.57 0.14*
SON 0.72 0.59 0.50 0.48 0.47 0.21*

Annual mean 0.53 0.66 0.62 0.39 0.67 0.34

Note: *Not statistically significant (P > 0.05).
DJF, December, January, February; MAM, March, April, May; JJA, June, July, August; SON, September, October, November.
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Fig. 2. Spatially averaged BRm anomalies north of 60◦S for (a) DJF, (b) MAM, (c) JJA, (d) SON and (e) annual means
from 1980 to 2010. The climatological means and trends (units: 102 yr−1) in 1980–2010 are shown in the right-hand
column (f–j); the horizontal error bars are the standard deviation ×100 for convenience of display and the vertical error
bars are the standard error (units: 102 yr−1) of the BRm trends.

itation on an interannual timescale (Bradley et al., 1987; Dai
and Wigley, 2000). There was a weak negative correlation
between the southern oscillation index and the continental av-

eraged BR. The correlation coefficients in DJF ranged from
−0.1 (20thC) to −0.38 (GLDAS). However, the sensitivity of
the BRm to the local precipitation depends on the base cli-
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mate. For example, the responses to the dry season in intact
forests and pastures near the Amazon region have been re-
ported to be the opposite of each other (Huete et al., 2006).

3.2. Patterns in the climatological mean Bowen ratio
We investigated whether the patterns in the BRm captured

the main features of KCC (Kottek et al., 2006; Peel et al.,
2007). With reference to KCC, we suggest that there are five
major BRm zones: BRm < 0 in extremely cold (EC) regions,
which means the sensible heat flux should be negative; 0 6
BRm < 0.5 in extremely wet (EW) regions—a much greater
latent heat flux than sensible one; BRm > 10 in extremely
arid (EA) regions—opposite situation as in EW; and regions
with BRm ranging from 0.5 to 2 and from 2 to 10, repre-
senting semi-wet (SW) and SA regions, respectively. These
threshold values were empirically chosen in this study, with
consideration that a wet (arid) region should feature a greater
(smaller) latent heat flux than sensible one near the land sur-
face. These values can to some extent be verified in other
research. The area of each climatological mean BRm zone in
DJF and JJA was similar (Table 3), except that the NCEP-R2
dataset produced a much smaller area for EA regions. The SA
region given by GLDAS was much larger than that generated
from the reanalyses.

There were some similarities in the major divisions be-
tween the KCC and the climatological annual mean BRm
zones (Fig. 1e). For example, the SA and EA regions were
generally contained within the arid region in the KCC; the EC
regions covered the main area of the snow and polar regions
in the KCC; and the sum of the tropical and warm temperate
regions in the KCC generally corresponded to the EW and
SW regions.

Some regions showed different BRm zones in different
seasons. Based on the seasonal variations in the BRm, the
major BRm zones could be further divided into several sub-
divisions. By comparing the climatological BRm for the an-
nual mean with that for the seasonal means, four scenarios
were observed: (1) the BRm zones for all seasons were the
same as that for the annual mean (colored green in Fig. 3);
(2) the mean BRm in any season (usually a wet or cold sea-
son) was less than the minimum, and that for all seasons was
smaller than the maximum of the BRm range for the annual

mean (colored blue in Fig. 3); (3) the mean BRm in any sea-
son (usually a dry or hot season) was greater than the maxi-
mum, and that for all seasons was greater than the minimum
of the BRm range for the annual mean (colored red in Fig.
3); and (4) the mean BRm in any season was smaller than the
minimum, and the mean BRm in another season was greater
than the maximum of the range for the annual mean (colored
purple in Fig. 3). Based on these four scenarios, the major
BRm zones were divided into four subdivisions. For conve-
nience, each subdivision was named as the BRm zone plus an
index number. For example, an EC region that met the con-
ditions of scenario 1 was referred to as EC1. The EA regions
were only divided into two subdivisions (EA1 and EA2) and
the EC regions into EC1 and EC3; the rest of the BRm zones
were divided into all four subdivisions.

3.2.1. Extremely cold regions

The EC regions corresponded to snow-covered or polar
climatic zones in the KCC. In addition to Antarctica, the EC
region covered a large area north of 40◦N in the northern
hemisphere in DJF, including the main region of permafrost.
By contrast, in JJA the EC region was located only in Green-
land. Figure 3a shows that the polar climate corresponded
well to EC1, covering Greenland and the Antarctic continent,
whereas the snow climate was expressed well by EC3, which
covered large areas of Russia and Canada.

The Tibetan Plateau was classified as polar tundra by the
KCC, which means that the SAT and precipitation were simi-
lar to those recorded in Siberia or Canada. However, only the
northern edge of Tibet had a negative BRm in DJF (Fig. 1a).
During most of the year, Tibet had a BRm value between 1
and 4, similar to an SW or SA region. Therefore, based on
the results from the reanalysis, the land–air interaction over
the Tibetan Plateau may have different characteristics from
those over the polar tundra. Other highland regions in low
or middle latitudinal zones, such as the Rocky Mountains in
North America, also exhibited similar BRm characteristics to
the Tibetan Plateau.

3.2.2. Extremely wet regions

The main equatorial climate zones in the KCC cov-
ered the main rainforest regions, including the Congo Basin,

Table 3. Mean area (1013 m2) of climatological modified Bowen ratio zones in December, January, February (DJF) and June, July, August
(JJA).

DJF JJA

Dataset EC EW SW SA EA EC EW SW SA EA

20thC 5.9 2.9 2.7 2.0 1.3 2.0 4.2 4.3 2.2 2.0
NCEP-R1 6.3 3.2 1.9 1.4 1.8 2.7 5.4 2.5 1.7 2.4
NCEP-R2 7.8 3.2 2.3 1.3 0.1 3.7 5.4 3.4 1.8 0.4

ERA-I 5.1 3.7 3.3 1.4 1.1 1.8 5.6 4.6 1.4 1.3
JRA55 5.4 2.4 2.9 1.1 0.8 1.6 3.3 5.1 1.6 1.0

EM 5.6 2.1 2.3 1.5 0.9 1.6 4.0 3.6 2.0 1.2
GLDAS 5.1 1.8 3.5 2.7 1.7 1.7 2.5 4.9 3.7 1.8

Note: EC, extremely cold; EW, extremely wet; SW, semi-wet; SA, semi-arid; EA, extremely arid.
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Fig. 3. Subdivisions for (a) EC, (b) EW, (c) SW, (d) SA and (e) EA regions derived from the EM of the reanalysis
datasets. The subdivisions are summarized by comparing the climatological BRm for the seasonal mean with that for
the annual mean. Four scenarios are listed: (1) the types of BRm zones for all seasons are the same as the annual
mean (green); (2) the mean BRm in any season is smaller than the minimum, and that in all seasons is smaller than the
maximum of the BRm range for the annual mean (blue); (3) the mean BRm in a season is greater than the maximum,
and that in all seasons is greater than the minimum of the BRm range for the annual mean (red); and (4) the mean BRm
in any season is smaller than the minimum, and that in another season is greater than the maximum of the range for the
annual mean (purple).

Malaysia, New Guinea and the Amazon Basin. They were
well expressed by EW1, indicating only a small seasonal vari-
ation in the BRm. The southeastern USA was also covered
by EW1. The main EW3 regions were adjacent to the EW1
regions, such as tropical Africa, China and Brazil. The large
seasonal variation in the BRm was a result of the concen-
trated precipitation during the summer monsoon (Zhou and
Lau, 1998; Gan et al., 2004).

The EW2 and EW4 regions covered large areas north of
30◦N. In the EW2 regions, such as Northeast America and
Europe, the summer EW region became an EC region in win-
ter. This was due to the presence of wetlands in the form
of fens and bogs (Aselmann and Crutzen, 1989), in addition
to the forested area. These wetlands can sustain a large latent
heat flux in JJA, but are usually frozen or snow-covered in the
cold season. In the EW4 regions, such as the western central
part of America and southern Siberia, the lack of precipita-
tion in the dry season lowered the surface evaporation rate to

that of an SW region.

3.2.3. Semi-wet regions

The seasonal variation in the BRm showed the most dis-
tinctive spatial difference on a global scale for the SW re-
gions. As these regions were the transition zone from wet
to arid regions, the seasonal variation in BRm in SW regions
was determined by the distance from the nearby EW zones.
An SW region close to an EW region was mostly of type
SW2, whereas one that was close to an SA region was mostly
SW3.

The strong seasonal variation in BRm in SW4 can be at-
tributed to monsoon precipitation. Two SW4 regions corre-
sponded well to the main monsoon regions. The first region
was mainland India, which corresponded to the South Asia
summer monsoon area, and the second region was located
near 10◦N in Africa, corresponding to the West Africa mon-
soon area. The rest of the SW4 regions were located in the
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temperate steppe region of central Asia and the savanna re-
gion (10◦–20◦S) of Africa.

3.2.4. Semi-arid regions

The SA region between 30◦N and 30◦S was defined as
hot arid desert or hot arid steppe in the KCC. It generally cor-
responded to an underlying surface of desert, such as main-
land Australia. The seasonal variation in the value of BRm
in central Australia was small, and this region was therefore
defined as SA1. The rest of the SA regions at low latitudes
were generally SA3, and became EA in the dry season.

By contrast, the SA regions outside the tropical regions
were defined as cold arid desert or cold arid steppe in the
KCC. The cold arid desert regions were expressed as SA4
in our classification, and the cold arid steppe regions corre-
sponded to SA2. In addition to the temperature difference be-
tween summer and winter, the high precipitation in the cold
season, as seen in Northwest China, probably contributed to
the large seasonal variation in the value of BRm (Small et al.,
1999).

In the 20◦–30◦S belt, the KCC suggested the hot arid
desert or hot arid steppe to be dominant in Australia, whereas
the cold arid desert or cold arid steppe was represented in
Africa. The difference between these two regions was also
obvious in the BRm. The former regions were classified as
SW3 and SW4, whereas the latter were classified as SA1,
SA2 and SA3.

3.2.5. Extremely arid regions

The EA regions covered the Sahara desert and Arabian
Peninsula (Fig. 3e). These two regions were classified as hot
arid desert in the KCC. The main regions in the Sahara desert
were classified as EA1. The EA2 regions were located on the
northern edge and in the western part of the Arabian Penin-
sula, corresponding to a Mediterranean climate. As there
were also SA3 regions in the Arabian Peninsula (Fig. 3d),
the spatial differences in the land surface processes were no-
table in this region, although the whole Arabian Peninsula
was defined as hot arid desert in the KCC.

Using BRm can therefore capture the broad global distri-
bution of climatic zones. Compared with the KCC, the BRm
zones are classified based on land surface processes, so it can
differentiate some regions based on land–air interactions, de-
spite the fact that they have the same type of climate in the
KCC.

3.2.6. Seasonal variation of precipitation within BR zones

The seasonal precipitation rates within global BR zones
are given in Fig. 4. Here, the BR zones in each seasons are
defined the same as the climatological annual mean of BRm
(as in Fig. 1e), and only the climatological mean precipitation
has been considered. Most datasets agreed that the seasonal
variation of precipitation in EC and EW are similar, showing
maximum precipitation in JJA and minimum in DJF. Mean-
while, in SW regions, the greatest precipitation rate was still
in JJA, but in the rest of the seasons the differences in pre-
cipitation were small. The EM of the reanalyses gave the

smallest precipitation rate for the SW regions in MAM, but
the discrepancy among datasets was large. In SA regions, the
strongest precipitation took place in DJF, and the precipita-
tion rate in SON was the smallest in most datasets. The sea-
sonal difference in precipitation was smallest in EA regions.
The intraseasonal variation of precipitation can be attributed
to several large-scale modification processes of atmospheric
circulation, such as the onset of the monsoon system or polar
vortex.

3.3. Climate change in climatological Bowen ratio zones
Because all the datasets used in this study also contain the

fields of SAT and precipitation, the characteristics of climate
change can be discussed in terms of the major divisions in the
climatological mean BRm. The mechanism for the different
responses of the SAT and the rate of precipitation in these
BRm zones was beyond the scope of this study.

3.3.1. Surface warming

The change in SAT differed in the climatological mean
BRm zones during the period 1980–2010 (Fig. 5). The rate
of warming was much greater in the EC regions than in the
other BRm zones in MAM and SON, at 4.4 and 5.8 (×10−2

K yr−1) from the EM, respectively. In DJF and JJA, how-
ever, the EA region showed the greatest warming rate of 5.1
and 4.0 (×10−2 K yr−1) from the EM, respectively. Although
most projections of future climate change indicate that the
high latitude regions of the Northern Hemisphere, where the
main EC region is located, will experience the greatest warm-
ing worldwide (Giorgi et al., 2001), there was no such trend in
the results for DJF, JJA and the annual mean in past decades
from the reanalyses considered here. The weaker warming in
the EC region in DJF was related to the increased precipita-
tion (snowfall) over part of the EC region, such as in central
Asia (not shown). The warming rates for the SA, SW and
EW regions were modest in most seasons.

Huang et al. (2012) considered the regions with a mean
precipitation of 200–600 mm yr−1 to be SA. They concluded
that the warming rate is much greater over SA regions than
over arid or humid regions in the cold season. However, by
that measure, the SA category contains a large area of the
EC region in high latitudinal zones such as Siberia. In addi-
tion, both observations and simulation analyses tend to sug-
gest that SA regions, which are usually located in the mid- to
low-latitude belt, do not have a much stronger warming rate
than high latitudes in boreal winter (Wallace et al., 2012). In
this study, the warming rate over SA regions during the pe-
riod 1980–2010 was modest compared with the EA and EC
regions.

3.3.2. Precipitation trends

There were larger uncertainties in the precipitation trends
over continents among the datasets than in the SATs (Fig. 6a).
A decrease in the annual mean precipitation was seen in four
of six of the reanalysis datasets. There was no certain change
in the annual mean precipitation rate in the other BRm zones.

Most datasets tended to show an increase in precipitation
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Fig. 4. Climatological means of regional averaged precipitation (units: 10−5 kg m−2 s−1) within BR zones in different
seasons during the time period 1980–2010. The BR zones are defined based on the pattern of climatological annual
means of BRm. The number on the abscissa represents different datasets: 1, ensemble mean of the reanalysis data; 2,
20thC; 3, ERA-I; 4, NCEP-R1; 5, NCEP-R2; 6, JRA55; and 7, GLDAS dataset.

in DJF in the EW, SW and SA regions. This increase in pre-
cipitation generally caused a cooling and moistening process,
reducing the BRm on a global scale (Fig. 2a). This increased
precipitation was associated with cooling of the land surface,
e.g., in central Asia and southern Africa, where a negative
trend in the SAT usually corresponded with a positive trend
in precipitation in most of the reanalyses (not shown).

Precipitation linearly decreased in MAM in most BRm
zones, except for the EC region (Fig. 6c). The decreased pre-
cipitation over the SA and EA regions could advance aridity
and increase the size of the arid regions. By contrast, the
decrease in precipitation in the SW and EW regions did not
increase the local BRm.

In JJA, most reanalyses showed a decrease in precipita-
tion over the EC, EW and SW regions. The changes in pre-
cipitation in the EA and SA regions diverged between the
datasets. Decreased precipitation and enhanced evaporation
due to surface warming (Fig. 5d) in the EC regions could re-
sult in a reduction in ice cover over Greenland (Luthcke et
al., 2006).

Precipitation in SON increased in the SA and EC regions,
but decreased in the EW regions. The increase in precipita-
tion did not slow down the rate of warming in EC regions,
and the trend for averaged SAT in EC regions was the largest
of all the BRm zones.

The characteristics of surface climate change over differ-
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Fig. 5. Linear trends in the surface air temperature (SAT; units: 10−2 K yr−1) for different BR zones during the time
period 1980–2010. The number on the abscissa represents different datasets: 1, ensemble mean of the reanalysis data;
2, 20thC; 3, ERA-I; 4, NCEP-R1; 5, NCEP-R2; 6, JRA55; and 7, GLDAS dataset.

ent land surfaces can be discussed based on the BRm. How-
ever, links among the change of SAT, precipitation and BR
are quite complicated, depending on the locations and fac-
tors, like the vegetation cover, precipitation type, etc. So, it is
difficult to directly attribute the change of BRm to SAT and
precipitation without any assumption. But, it is certain that
changes in surface climate will cause responses in land–air
interactions.

3.4. Changes in the Bowen ratio zones
In addition to giving a subjective climate classification

map, the BRm can be calculated over any time interval from
daily to yearly. This makes it suitable for discussing tem-

poral variations in climatic zones based on the surface heat
flux. The linear trends derived for the annual coverage of
BRm zones in each season were investigated. The differ-
ences among the datasets need to be taken into account, but
the datasets contain common features. The trend in change in
area for each BRm zone was of the order of 1010 m2 yr−1. At
this rate, the area of the BRm zones will change by less than
10% on a centennial timescale.

Using the annual means, an increase in size of the EA re-
gions and a decrease in the size of the SA regions were sug-
gested by five of the datasets and the EM (Fig. 7), but not by
the NCEP-R1 and GLDAS datasets. This corresponds to an
aridification process in these two BRm zones. An aridifica-
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Fig. 6. Linear trends in the precipitation rate (units: 10−6 kg s−1 m−2 yr−1) for different BR zones during the time
period 1980–2010. The number on the abscissa represents different datasets: 1, ensemble mean of the reanalysis data;
2, 20thC; 3, ERA-I; 4, NCEP-R1; 5, NCEP-R2; 6, JRA55; and 7, GLDAS dataset. For convenience of display, the
results for SA and EA (both trend and error) are multiplied by 2 and 4, respectively.

tion process over a similar time period has been reported pre-
viously (Nicholson, 2001; Ma and Fu, 2007; Dai, 2011). The
aridification process was associated with prominent surface
warming in the EA and SA regions (Fig. 5a). The reduction
in precipitation in these two BRm zones, seen in three of the
six datasets, is also a likely cause of aridification (Fig. 6a).

In DJF, an increase in the size of the EW regions and a de-
crease in the size of the SW regions were suggested by most
of the datasets. An increase in precipitation was probably
responsible for these changes (Fig. 6b). In the mid- to high-
latitude areas of the Northern Hemisphere, the EC regions

expanded at the expense of the EW regions. The increase in
winter precipitation in the formerly EW regions at high lati-
tudes may enhance the snow cover and therefore produce new
EC areas.

The change in the BRm in MAM is interesting because
all the datasets except for NCEP-R1 showed increases in the
EA and EW regions and a decrease in the SA and SW regions
in the time period 1980–2010. In other words, the SA regions
were becoming EA regions and the SW regions were becom-
ing EW regions on a global scale. A decrease in precipitation
in the SA and EA regions was seen in four reanalyses (Fig.
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Fig. 7. Linear trends of coverage area for each BR zone (units: 1010 m2 yr−1) during the period 1980–2010. The
number on the abscissa represents different datasets: 1, ensemble mean of the reanalysis data; 2, 20thC; 3, ERA-I; 4,
NCEP-R1; 5, NCEP-R2; 6, JRA55; and 7, GLDAS dataset.

6c), which was probably responsible for the change in the
size of the regions. A decrease in precipitation over the EW
and SW regions was also seen in five datasets. It is expected
that the BRm in the SA and EA regions will be more sensitive
to local changes in precipitation than that in the SW and EW
regions in MAM.

The drying process in arid regions and the moistening
process in wet regions were more obvious in certain regions
(Fig. 8). The greatest increase in the BRm was in North-
east Africa and the Arabian Peninsula in all seasons, with a
trend in the BRm of about 1 yr−1. The increase in BRm was
also seen over the southwest coast of North America, central
Australia and eastern Brazil, but the increase was lower. By

contrast, the two main tropical forest regions, the Congo and
Amazon River basins, both showed a decrease in BRm. The
changes in BRm suggested that the arid regions became drier
and the wet regions became moister over the period 1980–
2010. However, there were also some exceptions, includ-
ing a significantly decreased BRm over some SA and EA
regions, e.g. northwestern and southern Africa and north-
western China.

4. Summary
This study analyzed global land surface characteristics

from the viewpoint of BRs using five reanalyses and an offline
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Fig. 8. Linear trends in BRm (units: yr−1) during the period 1980–2010 for different seasons (a–d) and the annual
means (e). All trends are derived from the EM of five reanalyses. The dotted area indicates the significance of the trend
based on the EM (P < 0.05) and at least three reanalyses that produced the same sign for the trend.

land surface model. When the sign of the BR was determined
by the direction of the surface sensible heat flux, the modified
BR [i.e., BRm, Eq. (2)] captured the major divisions of the
global continental climate classification with reference to the
KCC. Five major divisions were identified: EC, EW, SW, SA
and EA. Their corresponding BRm ranges were (−∞ to 0),
(0–0.5), (0.5–2), (2–10) and (10 to +∞). Subdivisions were
obtained by comparing the seasonal variation in the types of
BRm.

We used the BRm method to investigate climate change
over different kinds of land surface. The EC regions showed
the largest rate of warming in MAM and SON, whereas the
EA regions had the fastest warming rates in DJF and JJA, and
with respect to the annual mean value. Changes in precipita-
tion showed large differences among the different reanalysis
datasets. All the BRm zones except for the EC region showed
decreased precipitation in MAM.

In addition to giving a climate classification map similar
to the KCC, the BRm can also describe the change in area
over time for each BRm zone. The results from most datasets
showed that the areas of the EA and EW regions increased
over the period 1980–2010, whereas those of the SA and SW
regions decreased in MAM. Thus, based on the BRm, wet re-

gions are becoming even wetter and arid regions are becom-
ing even drier in MAM. Because the decrease in precipitation
in global EW, SW, SA and EA regions was seen in at least
four of the six datasets, the changes in areas suggest that the
BRm in the SA and EA regions is more sensitive to changes
in precipitation than that in the EW and SW regions in MAM.

Although a global observation network for land surface
fluxes has not yet been established, an increasing amount of
data from climate models is being published and is free to use
in scientific studies. Surface heat fluxes are often available in
these products, and thus global BRm zones can be obtained
in a comparable manner to the climate classification inves-
tigated in this study. In addition to giving a climatological
mean distribution, the change in coverage of BRm zones re-
flects changes in climatic regimes. However, there are still
considerable uncertainties in land surface models and, there-
fore, for the surface heat fluxes produced by them (like re-
analyses and GLADS). The climatological mean of globally
averaged BRm values in different datasets have large discrep-
ancies (Fig. 2), as does the precipitation in each BR zone
(Fig. 4). These differences can be even greater for certain
regions or periods, which might limit the usefulness of the
BR in representing climate zones. Nevertheless, by verify-
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ing the threshold values corresponding to the five BR zones,
and with reference to the KCC, the BRm can still be useful in
climate classification.
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