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ABSTRACT

This paper investigates the homogeneity of United States aircraft reconnaissance data and the impact of these data on
the  homogeneity  of  the  tropical  cyclone  (TC)  best  track  data  for  the  seasons  1949–1987  generated  by  the  China
Meteorological Administration (CMA). The evaluation of the reconnaissance data shows that the minimum central sea level
pressure  (MCP)  data  are  relatively  homogeneous,  whereas  the  maximum  sustained  wind  (MSW)  data  show  both
overestimations and spurious abrupt changes. Statistical comparisons suggest that both the reconnaissance MCP and MSW
were  well  incorporated  into  the  CMA  TC  best  track  dataset.  Although  no  spurious  abrupt  changes  were  evident  in  the
reconnaissance-related best track MCP data, two spurious changepoints were identified in the remainder of the best-track
MCP data. Furthermore, the influence of the reconnaissance MSWs seems to extend to the best track MSWs unrelated to
reconnaissance, which might reflect the optimistic confidence in making higher estimates due to the overestimated extreme
wind “observations”.  In  addition,  the  overestimation  of  either  the  reconnaissance  MSWs  or  the  best  track  MSWs  was
greater during the early decades compared to later decades, which reflects the important influence of reconnaissance data
on the CMA TC best track dataset. The wind–pressure relationship (WPR) used in the CMA TC best track dataset is also
evaluated and is found to overestimate the MSW, which may lead to inhomogeneity within the dataset between the aircraft
reconnaissance era and the satellite era.
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Article Highlights:

•   The  United  States  aircraft  reconnaissance  TC  MCP  data  are  accurate  and  homogeneous  whereas  the  MSW  data  are
overestimated and inhomogeneous.
•   The  aircraft  reconnaissance  data,  including  both  their  advantages  and  disadvantages,  were  well  incorporated  into  the
CMA best track dataset.
•   The  CMA  best  track  MCP  data  are  of  better  quality  and  homogeneity  than  the  MSW  data  due  to  the  use  of  aircraft
reconnaissance data.

 

 
 

 

1.    Introduction

As the most important historical information related to
tropical cyclones (TCs), the TC best track dataset is an essen-
tial element of both scientific research and operational applica-
tions, and this has encouraged many scientists to attempt to
improve  the  quality  of  data  that  it  contains  (e.g., Landsea
et al.,  2004, 2008; Knaff  and  Sampson,  2006; Kruk  et al.,
2010; Hagen  et al.,  2012; Landsea  et al.,  2012; Delgado

et al.,  2018; Emanuel  et al.,  2018).  The  best  track  data  are
obtained by objective or semi-objective analysis and reason-
able  estimation  based  on  the  analysis  (e.g., Jarvinen  et al.,
1988; Sheets,  1990; Chu  et al.,  2002; Velden  et al.,  2006;
Ying et al.,  2014; Muroi,  2018).  The ongoing development
of the observational network, techniques, and analysis stan-
dards have led to both positive and negative effects; e.g., spu-
rious  variabilities  have  been  introduced  into  the  best  track
data, but errors and biases hidden in the data have been identi-
fied (e.g., Landsea et al., 2004, 2006; Song et al., 2010; Wu
and  Zhao,  2012; Barcikowska  et al.,  2012; Knapp  et al.,
2013). Naturally, we wish to improve the dataset to achieve
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the  highest  quality  possible,  but  sometimes  tradeoffs  must
be  made. Emanuel  et al. (2018)  summarized  two strategies
for reanalyzing the TC best track data: one for the best recon-
struction  of  each  TC with  no  attempt  at  homogeneity,  and
the other for a more homogeneous dataset with no pursuit of
the  highest  data  quality  for  individual  TCs.  Regardless  of
which strategy is selected, a detailed evaluation of the best
track data may help to identify spurious variability or hidden
errors and biases.

The China Meteorological Administration (CMA) offi-
cial  best  track  dataset  for  TCs  over  the  western  North
Pacific  (WNP)  basin  was  initially  collated  for  the  seasons
1949–1971  using  a  reanalysis  approach,  and,  since  1972,
has been extended using annual post-season analysis carried
out  according to  the  basic  rules  fixed within  the  reanalysis
project  (Ying  et al.,  2014).  It  seems  likely  that  the  dataset
was affected by fewer factitious influences during the early
decades,  but  some  common  problems  may  still  be  hidden
within the dataset because of the significant changes in obser-
vational networks and technology, such as aircraft reconnais-
sance over the ocean (Henderson, 1978; Guard et al., 1992;
Sheets, 2003; Reade, 2011; Hagen et al., 2012), the weather
station network over mainland China (Li et al., 2010, 2012;
Ying  and  Wan,  2011),  and  developments  by  the  CMA
(Hong and Chen, 1983; Wen et al., 2004).

The  data  obtained  from  aircraft  reconnaissance  during
the period 1949−1987, flown by the United States Navy and
Air Force over the WNP, are particularly important for the
CMA TC best  track  dataset,  especially  with  respect  to  TC
intensity.  Approximately  92%  of  the  CMA  best  track  data
from  this  period  covered  the  ocean  area  over  which  very
few observations were made, but aircraft reconnaissance mis-
sions  led  to  nearly  12% of  the  data  from this  region  being
directly  observed.  However,  little  information  is  available
regarding how the reconnaissance data were used within the
CMA dataset, other than some indirect information found in
an operational manual (Operational Department of China Cen-
tral  Meteorological  Administration,  1980),  which  is  some-
what  of  a  guideline-like  technical  summary of  the  TC best
track reanalysis project sponsored by CMA. Problems associ-
ated  with  the  aircraft  reconnaissance  data  have  also  been
reported  (Shea  and  Gray,  1973; Jarvinen  et al.,  1988;
Sheets,  2003; Hagen  et al.,  2012),  and  little  research  has
been  devoted  to  evaluating  the  potential  influence  of  these
problems on the best track data. Therefore, extensive evalua-
tion of both the reconnaissance data and the CMA best track
dataset  may  increase  our  understanding  of  the  dataset  and
improve the data quality.

Problems  associated  with  the  TC  intensity  within  the
best track data may be more serious than those related to posi-
tional data, given the difficulties of observing and estimating
intensity. When evaluating TC intensity, the following three
issues should be covered: the minimum central sea level pres-
sure  (MCP),  the  10-m  maximum  sustained  wind  speed
(MSW), and the wind–pressure relationship (WPR). 

1.1.    The minimum central pressure

The MCP,  as  a  much more  conservative  property  of  a

TC  than  the  wind  field  (Jarvinen  et al.,  1988),  can  be
obtained  via  dropsonde  or  statistical  extrapolation  from
flight-level  data  (Jordan,  1958; Henderson,  1978;
Willoughby  et al.,  1989). Henderson (1978)  suggested  that
the accuracy of surface pressure measured by dropsonde is
within 2 hPa. Hagen et al. (2012) suggested that, because of
the absence of wind and position data, the surface pressure
observed by dropsonde cannot be assumed to be the MCP,
but  the  observed  surface  pressure  still  provides  the  most
important information regarding storm intensity.

Using  dropsonde  data  from  TC  eyes  covering  the
period  1951–1954, Jordan (1958)  proposed  the  following
extrapolation for 500, 700, and 850 hPa:  

P0 = 141+0.148H5

P0 = 645+0.115H7

P0 = 837+0.115H8.5

, (1)

P0 H5 H7 H8.5where  the  surface  pressure  (hPa), ,  and  are
the  heights  of  500,  700,  and  850  hPa  levels  (m),  respec-
tively. The three equations were then used to form a nomo-
gram, with an accuracy within 2 hPa for extrapolation from
700 hPa and lower levels, and within 5 hPa for extrapolation
from 500 hPa. The Joint Typhoon Warning Center (JTWC)
used  the  700-hPa  relationship  in  Eq.  (1)  in  their  Annual
Typhoon Report 1978 (JTWC, 1978), and reported an accu-
racy of within ±3 hPa for most TCs. However, Willoughby
et al. (1989) pointed out that the hypothetical low-level sound-
ing  of Jordan (1958)  may  not  be  suitable  for  TCs  with  an
MCP < 900 hPa and required a correction of +1.6 hPa.

Following Jordan (1958), Liu  and  Zhao (1978)  fitted
the extrapolation relationships from 850, 700, and 500 hPa
using a piecewise linear regression based on 10 years of air-
craft reconnaissance data for the period 1967–1976. They sug-
gested  that  the  extrapolation  relationships  could  be
expressed as follows:  

P0 = 826.1+0.123H8.5, P0 ∈ (985,1005)

P0 = 841.1+0.111H8.5, P0 ∈ (930,990)

P0 = 846.6+0.105H8.5, P0 ∈ (860,935)
, (2)

  
P0 = 600.9+0.130H7, P0 ∈ (980,1005)

P0 = 646.8+0.114H7, P0 ∈ (920,990)

P0 = 663.2+0.107H7, P0 ∈ (860,930)
, (3)

  P0 = 179.6+0.141H5,P0 ∈ (985,1010)

P0 = 32.5+0.167H5,P0 ∈ (860,985)
. (4)

These relationships were reported to be more accurate than
those  presented by Jordan (1958)  and were  documented as
both  a  cheat  sheet  and  formulas  in  the  CMA’s  operational
manual (Operational Department of China Central Meteoro-
logical Administration, 1980). 

1.2.    The maximum sustained wind speed

The  MSW  can  be  estimated  using  three  approaches.
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Early  on,  the  MSW  could  be  subjectively  estimated  only
from the sea state (Neumann, 1952) until Doppler Navigation
Equipment (DNE) first became available in 1955 and was rou-
tinely used beginning in 1957 (JTWC, 1959; Atkinson and
Holliday, 1977; Marks et al., 1987; Guard et al., 1992). The
estimated  MSW,  with  no  distinction  made  between  values
recorded  from  1500  ft  (about  457  m)  and  those  from
700 hPa before the DNE was available (Atkinson and Holli-
day, 1977), was a major limitation, especially in the case of
high winds (Hagen et al.,  2012).  As suggested by Shinners
(cited  in Jarvinen  et al.,  1988),  the  estimated  winds  were
approximately the same as the anemometer-measured winds
for 10.3−15.4  m  s−1,  but  were  underestimated  by  about
3.1 m s−1 for 18.5−23.2 m s−1, 6.7 m s−1 for 23.7−28.3 m s−1,
and 7.7 m s−1 for 28.8−33.4 m s−1.

The  second  approach  is  to  estimate  MSW  from  the
flight  level  maximum  wind  (FMW)  (JTWC,  1959, 1960,
1964, 1968).  JTWC used  an  operational  nomograph  (here-
after  the  JTWC  graph)  to  estimate  the  MSW  from  the
FMW, latitude, and flight-level height based on aircraft recon-
naissance  over  the  period  1957–1959  (JTWC,  1960),  and
this was updated using data from 1956–1962 (JTWC, 1963,
1964).  With  a  continuous  evaluation  of  the  JTWC  graph,
the estimated wind was found to be overestimated by ~10.3
m  s–1.  It  seems  that  the  estimated  wind  corresponds  much
more closely to the maximum gust rather than the sustained
wind  (JTWC,  1968).  Such  results,  together  with  a  new
WPR,  were  then  used  to  develop  a  new  JTWC  graph
(JTWC, 1968).

It  should  be  mentioned  that  the  DNE-measured  FMW
was  thought  to  be  accurate  to  within  ±1°  in  direction  and
±2.6  m  s–1 in  speed  (JTWC,  1959).  However,  later  notes
from the JTWC (1964, 1980, 1981) mentioned that the mea-
sured  flight-level  wind  may  not  represent  the  real  FMW
because aircraft usually select the weakest part of the TC for
penetration and measure the wind only along the flight path.
Moreover,  the  unstable  sea  surface  may  introduce  large
errors  in  the  DNE-measured  wind  speed  because  the  DNE
requires a stationary reference surface to derive the position,
and errors in position will in turn affect the wind calculation
(Sheets, 2003; Hagen et al., 2012). Further studies also indi-
cated that the DNE-measured wind speed may underestimate
the true wind speed by between 5% and 10% in the case of
strong  wind  (Grocott,  1963; Gray,  1967; Shea  and  Gray,
1973).

In  terms  of  the  MSW–FMW  relationship,  the  MSW
was originally thought to be 15%–25% greater than the 700
hPa  FMW  (JTWC,  1959).  However, Powell  and  Black
(1990)  found  that  the  MSW  was  55%–85%  of  the  FMW
and was strongly dependent on low-level atmospheric stabil-
ity. In a more recent work, Franklin et al. (2003) examined
global positioning system (GPS) dropwindsonde data and rec-
ommended  that  operational  factors  of  0.90,  0.80,  and  0.75
be used to convert the 700, 850, and 925 hPa FMW values
to MSW values, respectively.

These previous studies demonstrate that the reconnais-
sance FMW and MSW were not accurate enough when com-

pared with the pressure data, especially before inertial naviga-
tion  systems  and  GPS  dropsondes  became  available  (e.g.,
Shea  and  Gray,  1973; Hagen  et al.,  2012; Klotzbach  et al.,
2020). For this reason, a third approach was developed to esti-
mate the MSW from the WRP (e.g., Atkinson and Holliday,
1977; Harper, 2002; Knaff and Zehr, 2007; Bai et al., 2019),
which is discussed in the following subsection. 

1.3.    Wind–pressure relationship

The  WPR  is  considered  a  loose  physical  constraint,
such as the gradient wind balance and the cyclostrophic bal-
ance  (e.g., Holland,  1980; Willoughby,  1990; Willoughby
and Rahn, 2004). Most WPRs take the approximate analytical
form  of  the  cyclostrophic  wind  equation  (Harper,  2002;
Knaff and Zehr, 2007; Holland, 2008): 

MSW = c(Pe−MCP)n , (5)

Pe c
n n = 0.5

where  is the environmental pressure,  is an empirical con-
stant,  and  is  an  empirical  exponent  (  for
cyclostrophic balance).

The most popular WPR for TCs over the WNP was pro-
posed  by Atkinson  and  Holliday (1975, 1977,  hereafter
AH77): 

MSW = 3.4(1010−MCP)0.644 . (6)

This equation was fitted based on coastal and island observa-
tions in the WNP with a large probability that the TC passed
directly over, or just to the left of, the station, ensuring the
availability of high-quality data. This WPR, first documented
in the Annual Typhoon Report 1974 (JTWC, 1974), is simple
and  differs  from  the  previous  equations  used  to  create  the
JTWC graph.

Although the AH77 WPR improved upon the previous
versions  used  in  the  WNP  region  because  it  estimated  a
lower MSW for a given MCP (Harper, 2002), it was still criti-
cized for overestimation (Lubeck and Shewchuk, 1980, here-
after LS80). As explained in LS80, the AH77 WPR used the
50th percentile of gust factors, which may cause an overesti-
mation of 15%–20%, and the inherent uncertainty in convert-
ing wind gusts to sustained wind speed may also introduce
random errors of nearly 20%. LS80 proposed using the 90th
percentile of gust factors and removed the height adjustment
for  wind  observations.  These  reprocessed  data  were  then
used to obtain a new relationship: 

MSW = 4.2(1010−MCP)0.572 . (7)

As  stated  in  LS80,  the  values  generated  using  Eq.  (7)
showed  no  significant  differences  to  those  from  Eq.  (6).
Black (1993) also suggested that the 1-min MSW obtained
using the gust  factors recommended in LS80 may be more
suitable  for  over-land  and  coastal  winds  but  a  bit  low  for
over-sea winds. This may not be a problem because the sta-
tions  used  in  AH77  were  either  in  coastal  areas  or  on
islands. Harper (2002) further suggested that AH77 may over-
estimate MSW by nearly 10%, with one of the principal rea-
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sons  being  the  effect  caused  by  the  translation  speed  not
being reduced, as AH77 preferred to use wind observations
from the right-hand side of TCs. An additional weakness in
the  regression  procedure  is  the  variable  accuracy  resulting
from differing sample sizes among the different intensities,
and  binning  the  data  before  regression  was  shown  to
improve  the  results  of  the  regression  analysis  (Landsea
et al., 2004; Knaff and Zehr, 2007). However, although the
data were first sorted by intensity, the binning of the data by
the  rank  of  the  samples  (Knaff  and  Zehr,  2007)  may  be
affected  by  the  direction  of  sorting,  especially  in  areas  of
high intensity with sparse observations, and this acts only to
reduce the sample size rather than reducing the unbalanced
nature of the sample sizes among different sections of inten-
sity. Therefore, we prefer the binning approach of Landsea
et al. (2004).

The WPR developed by Dvorak (1975), which estimates
an  even  greater  MSW  than  AH77  for  a  given  MCP,  was
also used by the JTWC for satellite-based intensity estimation
between  1975  and  1984  (JTWC,  1975–1984).  The  AH77
WPR was then adopted by Dvorak (1984) for the NWP and
used by JTWC (1985). The CMA also continues to use the
AH77 WPR for best track analysis, with slight modifications
(Ying  et al.,  2014).  Another  WPR  prosed  by Koba  et al.
(1991) was based on the best track data of the Regional Spe-
cialized Meteorological Center (RSMC) Tokyo, and is cur-
rently used by that organization (e.g., Muroi, 2018).

c n

c n

n c

c = 3.4 n

Holland (2008) suggested that WPRs with the standard
form of Eq. (5) implicitly assume that both  and  are con-
stants; thus the empirical relationship between wind and pres-
sure, based on regression fitting to observations, constitutes
a one-to-one relationship, and can only produce the mathemat-
ical  expectation  of  real  data.  In  fact,  studies  demonstrated
that the WPR is affected by parameters such as storm size, lat-
itude, translation speed, and surface roughness (e.g., Landsea
et al.,  2004; Knaff and Zehr,  2007).  Beginning in the early
1960s, the JTWC introduced latitudes into their operational
formulas  for  MSW  estimation  (e.g., JTWC,  1960, 1963,
1964, 1968). Yan and Fan (1994) assessed the influence of lat-
itudes on the parameters  and  in Eq. (5). They found that
both  parameters  are  sensitive  to  latitudes,  and  the  changes
associated  with  are  greater  than  those  associated  with .
They fitted the WPR to aircraft reconnaissance data over the
WNP for the period 1975–1985 and obtained a set of relation-
ships for the latitudes of 0°–14°N, 15°–24°N, and ≥ 25°N.
Their results are similar to Eq. (6) with  and  varying
from 0.636 to 0.653.

∆P = Pe−MCP

Holland (1980) developed a parametric profile of axisym-
metric  wind  based  on  cyclostrophic  balance.  In  his  model,
the  parameter b,  which  describes  the  radial  width  of  the
wind  maximum,  is  complex  (e.g., Willoughby  and  Rahn,
2004), and may depend on , latitude, storm
development, and storm translational speed, with storm size
excluded due to its unavailability in most best track datasets
(Holland,  2008).  These  factors  were  also  considered  by
Knaff and Zehr (2007), and the National Centers for Environ-

mental  Prediction–National  Center  for  Atmospheric
Research (NCEP–NCAR) atmospheric reanalysis and analy-
sis data were used to estimate the storm size and environmen-
tal  sea  level  pressure.  However,  atmospheric  reanalysis
datasets  were  found to  have  major  limitations  with  respect
to  reproducing  the  intensity  (especially  for  weak  storms)
and the MSW radius (Schenkel and Hart, 2012; Murakami,
2014; Zick and Matyas, 2015; Hodges et al.,  2017). There-
fore, it is necessary to evaluate whether it is beneficial to intro-
duce a parameter with associated uncertainty to improve the
WPR.

In summary, previous studies have indicated that the air-
craft  reconnaissance  MCP  is  more  accurate  than  both  the
FMW and MSW; consequently, the WPR, based on a loose
physical  constraint,  is  the  best  approach  for  estimating  the
MSW.  However,  the  WPR  may  also  contain  uncertainties,
and  it  may  not  have  been  correctly  interpreted  and  docu-
mented during the early decades of the CMA best track data
(Ying  et al.,  2014).  Accordingly,  the  primary  goal  of  this
study is to evaluate the quality of the aircraft reconnaissance
intensity data and its influences on the degree of homogeneity
of intensity in the CMA best track dataset. The remainder of
this  paper  is  organized  as  follows.  Section  2  describes  the
datasets and methodology used for evaluation, and section 3
presents our results regarding the evaluation of the MCP. Sec-
tion  4  presents  our  results  for  the  evaluation  of  both  the
WPR and MSW. Finally, further discussion and conclusions
are given in section 5. 

2.    Data and methodology
 

2.1.    Data

The  CMA  TC  best  track  dataset  includes  TC  position
and  intensity  as  represented  by  the  MCP  (hereafter  best
MCP) and 2-min MSW (hereafter best MSW) values (Ying
et al.,  2014; Lu et al.,  2021).  During the aircraft  reconnais-
sance era (1 January 1949 to 15 August 1987), nearly 4% of
the best track data were from over land, with support from
various  meteorological  observations  across  China,  while
about  12%  of  the  data  were  from  the  ocean,  with  support
from  the  United  States  aircraft  reconnaissance  data.  The
best  track  data  were  divided  into  two  groups:
reconnaissance-related samples that were defined as the best
track  data  based  on  aircraft  reconnaissance  observations
(MCP or MSW) within ±3 h and ±1° of longitude and latitude
of the data point; and the remaining samples that were unre-
lated to reconnaissance data (e.g., Fig. 1). We use the subscript
“B” for the former and “Br” for the latter. It should be noted
that  the  number  of  samples  with  a  reconnaissance  MCP is
not  equal  to  the  number  with  a  reconnaissance  MSW
because  the  reconnaissance  MCP  and  MSW  were  not
always measured at the same time. In fact, 24.9% of the sam-
ples with reconnaissance MCP values had no corresponding
reconnaissance MSW values.

The  United  States  aircraft  reconnaissance  data  for  TC
centers,  documented  in  the  CMA  Typhoon  Yearbook
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1949–1987  (Bai  et al.,  2019),  include  fix  and  dropsonde
data, which are for TC centers rather than for radial penetra-
tion of TCs. The reconnaissance fix data are available from
1949 to 1987 and include the time, TC position, accuracy of
position,  MCP  (denoted  as ),  MSW  (denoted  as

), eye shape, diameter, and orientation, as well as cor-
responding flight-level  elements.  The flight-level  elements,
which are available from 1952 to 1987 (e.g., JTWC, 1978;
CMA Typhoon Yearbooks 1949–1987), include the height,
pressure, temperature, dewpoint, and maximum wind speed
and direction.  The dropsonde data,  corresponded to  the  fix
data, are available in the Yearbooks covering 1956 to 1987.
This  dataset  includes  the  TC  position,  geopotential  height,
pressure, temperature and dewpoint observations. Although
the surface pressure as measured by a dropsonde cannot be
assumed to equal the MCP (e.g., Hagen et al., 2012), we nev-
ertheless used it as the best estimate of MCP because no better
data  were  available.  In  contrast,  the  reconnaissance  wind
data were not accurate enough and thus were not used as the
best  estimate  of  MSW here.  The  original  data  of Atkinson
and Holliday (1975), including the peak gust observed at sta-
tions and estimated storm MCP, were also used to evaluate
the WPR. 

2.2.    Methodology

We used nonparametric  statistics  in this  study because
TC intensity, based on either MCP or MSW, has a non-normal
distribution. Quantiles were used to describe the basic statisti-
cal  features  of  the  samples,  and  nonparametric  confidence
intervals were used to test whether the intergroup differences
of the quantiles were significant (Hutson, 1999).

Yt∈[1,N] p
Yt∈[1,p] Yt∈[(p+1),N]

We used the pruned exact linear time (PELT) algorithm
for changepoint detection, which is an exact method and gen-
erally  produces  quick  and  consistent  results  (Killick  et al.,
2012; Haynes et al.,  2017a, b).  The PELT algorithm works
by  minimizing  a  cost  function  over  pruned  segments  of  a
time  series.  According  to Killick  et al. (2012),  for  a  time
series ,  assume  that  the  last  changepoint  divides
the  time  series  into  two  segments  and ,

Cthen the corresponding costs  of the two segments will be
satisfied by: 

C
(
Y[(q+1),p]

)
+C
(
Y[(p+1),N]

)
+K ⩽C

(
Y[(q+1),N]

)
,

q < p < N K q
p

q p

for all , where  is a constant, and  is assumed
to  be  an  optimal  last  changepoint  before  for  the  whole
series.  According  to  the  inequality,  the  cost  of  the  time
series reduces when  is an actual optimal value of . There-
fore, when 

F (q)+C
(
Y[(q+1),p]

)
+K ⩾ F(p) ,

q q p
N

Yt∈[1,p]

there is no optimal  before  for the series, and  is the opti-
mal last changepoint prior to . Similarly, we can find the
optimal last changepoint for .

It  is worth noting that changepoints may be associated
with  either  natural  or  anthropogenic  changes.  The  anthro-
pogenic changes can be further divided into two parts. One
is related to the influences of human activities on the natural
world  and  is  meaningful  for  climate  change  science.  The
other  is  the  spurious  part  associated  with  inhomogeneity,
such as changes in instrumentation, development of observa-
tional  networks,  and  changes  in  observation  and  analysis
strategies.  Therefore,  potential  factors  causing  the  change-
points are important for us to examine the homogeneity.
 

3.    Evaluation of the MCP
 

3.1.    Extrapolation relationship of MCP

First, those aircraft reconnaissance fixes with the MCP,
flight-level  height  (FLH),  and pressure  data  available  were
selected  to  examine  the  extrapolation  relationship  of  the
MCP.  As  shown  in Fig.  2,  the  selected  samples  can  be
roughly divided into four groups: samples with FLH values
of < 550 m (<1500 ft), which were omitted from our analy-
sis;  samples  with  FLH  values  between  550  and  1800  m,
which are associated with flight-level pressures of 850 hPa

 

 

Fig. 1. The distribution of aircraft reconnaissance and best track data for severe tropical storm Sally
(1959). The blue solid dots are TC positions from the aircraft reconnaissance data, while the red solid
dots and black open dots are the best track data related and unrelated to the aircraft reconnaissance
data, respectively. Refer to the text for more details.
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and cover 9 years (i.e., 1962, 1965, 1967–1972, and 1974);
samples with FLH values between 1800 and 3500 m, which
are  associated  with  flight-level  pressures  of  700  hPa  and
cover the period 1952–1987, and finally, samples with FLH
values between 4600 and 6100 m, which are associated with
flight-level  pressures  of  500  hPa  and  cover  the  period
1956–1974.  The last  three  groups  of  samples  were  prepro-
cessed to exclude outliers and thereby eliminate their unfavor-
able effects. Accordingly, the relationships were fitted as fol-
lows (Fig. 2):  

M̂CPA = 196.4+0.1379H5

M̂CPA = 644.5+0.1149H7

M̂CPA = 854.0+0.1000H8.5

, (8)

M̂CPA MCPAwhere  is the estimate of .
As shown in Fig. 2, both the fitting errors and the 95%

confidence  intervals  decrease  as  the  sample  size  increases.
Both the root mean square error (RMSE) and mean absolute
error (MAE) show that the errors of Eq. (8) are the smallest
among the three fitting relationships.Using Eq. (8) as a refer-
ence, Jordan’s (1958)  relationship  for  FLH  at  700  hPa  is
almost the same as Eq. (8), whereas Liu and Zhao’s (1978)
relationship overestimates both the low and high tails of the
FLHs.  Upon  extrapolating  the  FLH  at  500  hPa, Jordan’s
(1958)  relationship  more  obviously  overestimates  the  high
tail  of  the  FLHs compared  to  that  of Liu  and  Zhao (1978)
but underestimates the low part of the FLHs less than that of
Liu  and  Zhao (1978).  Upon  extrapolating  the  FLH  of
850 hPa, Jordan’s (1958) relationship is more accurate than
that of Liu and Zhao (1978) for the high part of the FLHs,

whereas  the  opposite  is  true  for  the  low part  of  the  FLHs.
Although there are slight differences between the extrapola-
tion  relationships  of  the  three  sources,  together  they  show
that  the  extrapolation  from  FLH  to  MCP  is  relatively  reli-
able. Jordan’s (1958)  equation  for  the  FLH  at  700  hPa
exhibits reactively high accuracy, whereas the equations for
the FLHs at both 500 and 850 hPa can be improved by includ-
ing more samples.

We  also  evaluated  the  performance  of  Eq.  (8)  when
applied  to  the  nonstandard  flight-level  data,  which  are
mainly around 700 hPa. The data from 600 to 850 hPa were
selected and binned using ±5 hPa intervals, and then evaluated
by balancing the errors and sample sizes. Our results show
that 680−720 hPa may be the optimal level that can be used
in  Eq.  (8)  for  700  hPa.  When  the  flight  levels  are  beyond
the 680−720 hPa range, both the RMSE and MAE increase
with the flight-level biases.
 

3.2.    From the reconnaissance to the best MCP

MCPA
MCPB

MCPBr

The  reconnaissance  MCPs  ( )  were  compared
with the best  MCPs that  are related ( )  and unrelated
to the reconnaissance MCPs ( ). There are no statisti-
cally significant differences (at the 99.9% confidence level)
between  the  reconnaissance  MCPs  and  reconnaissance-
related best MCPs (Fig. 3a).  Moreover, their annual differ-
ences  are  are  not  significant  (99.9%  confidence  level)
(Fig.  3b).  This  suggests  that  the  reconnaissance  MCP data
were well incorporated into the CMA best track data.

MCPBr
In  contrast,  the  best  MCP  unrelated  to  reconnaissance

( ) exhibits a different probability distribution, which
is skewed significantly toward high pressures (Fig. 3a). For

 

 

Fig.  2. Scatterplot  of  the  minimum  central  sea  level  pressure  (MCP)  and  flight-level  height.  Grey  cross
symbols  denote  samples  used  to  fit  the  linear  relationship  between  MCP and  flight-level  height,  and  open
circles denote samples excluded from the fitting procedure. N denotes the sample size used for fitting. Black
solid lines, with grey shading indicate the 95% confidence intervals, and annotations denote the fittings based
on  the  three  groups  of  samples.  The  blue  dashed  lines  and  annotations  are  calculated  based  on  Eq.  (1)
(Jordan, 1958), and the red dashed lines and annotations are based on Eqs. (2)–(4) (Liu and Zhao, 1978).
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(a)

(b)

(c)

 

Fig.  3. Comparison  of  MCPs  between  the  aircraft  reconnaissance  MCPs  (MCPA)  and  the
MCPs in  the  CMA best  track  data  (MCPB and  MCPBr),  (a)  basic  statistics  and  probability
distributions; (b) time series of the best MCPs (MCPB ) related to MCPA; and (c) time series
of  the  best  MCPs  (MCPBr)  unrelated  to  MCPA.  N  is  the  sample  size,  Min  the  minimum
value, Max the maximum value, M1 the mean, M2 the median, and Q1 and Q3 the first and
third quartiles, respectively. The solid lines in (b, c) indicate the 5th, 25th, and 50th quantiles
and the grey-shaded areas in (b) are the discrepancies relative to the corresponding quantile
series of MCPA. The horizontal dotted lines in (b, c) are the 5th, 25th, and 50th quantiles for
all samples of MCPA, and the black triangles are the changepoints of the median.
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instance,  the  first  quartile  of  is  higher  than  the
median of , which indicates that 75% of the samples
of  are located in the higher half of the probability dis-
tribution of .  Moreover,  according to  the  WPR used
for the CMA best track data (Ying et al., 2014), the difference
between  the  third  quartiles  of  and  is
~10  hPa,  which  corresponds  to  a  difference  in  MSW  of
~9  m  s–1.  Unlike  the  best  track  dataset,  which  aimed  to
cover the complete lifespan of all TCs as much as possible,
the  aircraft  reconnaissance  was  scheduled  four  times  daily
for  typhoons,  but  only  twice  daily  for  tropical  storms,
between  1962  and  1965  (JTWC,  1962−1965),  and  four
times  daily  for  all  typhoons  and  tropical  storms  between
1966  and  1968  (JTWC,  1966−1968),  and  then  four  times
daily for all TCs since 1969 (JTWC, 1969). This means the
sampling strategy of aircraft reconnaissance tends to include
more intense samples than weak ones,  and so does .
As  a  result,  excludes  more  intense  samples  than
weak  ones,  together  with  all  tropical  depressions  before
1969, the portion of weak samples in  is even larger
than that  of .  Therefore,  the differences between the
probability  distributions  of  and  may  be
attributed partly to the sampling bias associated with the air-
craft reconnaissance data.

The  potential  changepoints  of  both  the  annual  median
series of MCP related and unrelated to aircraft reconnaissance
were  identified  and  validated  by  testing  the  median  differ-
ences between every possible pair of segments. Two signifi-
cant  changepoints  were  identified  at  the  99.9% confidence
level,  and are  distinct  for  each series  (Fig.  3b, c).  The two
changepoints of the best MCP series related to reconnaissance
(Fig. 3b) isolated 1964−1966 as a stage with a significantly
higher MCP median (986 hPa; 99.9% confidence) than that
of  the  stages  pre-1964  and  post-1966  (977  and  980  hPa,
respectively). The medians of the stages pre-1964 and post-
1966 were not significantly different at the 99.9% confidence
level.  However,  the  higher  median  of  the  MCP  for  the
period 1964−1966 may be attributed to smaller sample sizes
of  lower  pressures  than  in  the  other  periods  (figure  not
shown),  and we found no evidence  of  non-natural  changes
associated with the two changepoints.

In  contrast,  the  two  changepoints  of  the  best  MCP
series  unrelated  to  reconnaissance  were  identified  to  be
1954−1955  and  1973−1974  (Fig.  3c),  which  found  the
period  with  a  higher  median  MCP to  be  1955−1973,  com-
pared  with  the  lower  medians  observed  in  1949−1954  and
1974−1987.  The  medians  of  these  three  stages  are  996,
1000,  and 995 hPa,  respectively.  The medians of  the MCP
for 1949−1954 and 1974−1987 are not significantly different
at  the  99.9%  confidence  level,  and  both  are  significantly
lower  than  the  median  for  1955−1973  (99.9%  confidence
level). Taking the best MCP related to reconnaissance as a ref-
erence, we propose that the two changepoints were affected
primarily by non-natural factors. Interestingly, both change-
points  were  associated  with  special  historical  stages  of  the
CMA (Hong and Chen, 1983; Wen et al., 2004).

The first changepoint can be related to one of the mile-
stones  in  observation  network  development  in  1954  when
the CMA was transformed from a military organization to a
government  agency  and  its  organizational  structure  was
reshaped (Hong and Chen, 1983; Wen et al., 2004). Accord-
ing to the instructions of the central government, CMA took
action  to  improve  forecasts  and  warnings  for  disastrous
weather  events  including  TCs  in  1954  (Wen  et al.,  2004).
The Temporary  Specifications  for  Surface  Meteorological
Observations, which set the standards for weather station sit-
ing,  meteorological  instrumentation,  and  observation  prac-
tices, has been used nationwide since 1954. Meteorological
instruments for routine weather observations have been devel-
oped  and  mass-produced  since  1954,  despite  being  under-
equipped with necessary tools and materials. Marine meteoro-
logical observations by fishing vessels began in 1954. More-
over,  the  number  of  observatories  and  weather  stations
increased  from  158  in  1950,  to  715  in  1955,  and  3240  in
1960  (Hong  and  Chen,  1983).  The  number  of  professional
staff  in  the  CMA also  greatly  increased  through  continued
training,  especially  with  respect  to  technologies  regarding
observations, synoptic analysis, and forecasting in the early
1950s  (Wen  et al.,  2004).  The  quality  of  observations  has
gradually improved since 1955. Taken together, these initia-
tives helped to reform the previously disordered state of the
organization and improved the professionalism and accuracy
of the meteorological work of the CMA. Although these con-
siderations represent indirect evidence, we believe that such
changes  in  data  collection  methods  over  the  ocean  likely
improved TC forecast and warnings beginning in 1954.

The  second  changepoint  occurred  during  the  later
period of the Great Cultural Revolution (GCR; 1966–1976).
For  the  CMA,  the  GCR  was  a  challenging  time;  however,
the early 1970s was a better period compared to the beginning
years of the GCR (Wen et al., 2004). China resumed its mem-
bership  in  the  World  Meteorological  Organization  (WMO)
in 1972, and the CMA then joined the global meteorological
telecommunication system (GTS). Following the WMO stan-
dards,  a  type  of  meteorological  facsimile  chart  receiver,
based on low-cost materials, was designed and produced in
1973 and used by the CMA. The radio broadcasting of the fac-
simile  chart  began  in  Beijing  in  1974  and  was  soon
extended to the whole country. Some of the challenges facing
the CMA, such as data archiving, observation quality, and hir-
ing sufficient numbers of professional staff, were gradually
resolved in the early 1970s. New technology related to meteo-
rological satellites attracted much attention, such as the devel-
opment of a series of satellite image-receiving terminals in
1969 [e.g., Wang,  1974; IAP,  1975; Wen et al.,  2004],  the
use of satellite images (e.g., Wang, 1974; Group of Satellite
Imagery Analysis, 1975; Fang et al., 2006), and the expansion
of satellite reconnaissance techniques (e.g., Zeng, 1974). In
particular,  a  satellite  image-receiving  terminal  for  the
National  Oceanic  and  Atmospheric  Administration-2
(NOAA-2)  satellite  was  developed  by  IAP/CAS  in
1972−1973 and was then gradually used by the CMA. In addi-
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tion,  surface  and  radiosonde  observations  were  compiled
and published during the early 1970s, and some specialized
databases, such as those for TCs and cold spells, were also
compiled and published as yearbooks and, in turn, added to
the regular operational tasks over this period. Furthermore,
with the use of the DJS–C8 computer in 1973, global meteoro-
logical data were able to be collated more easily. New technol-
ogy and more observational data may, to some extent, have
overcome the problems caused by the GCR, especially after
the second changepoint.
 

4.    Evaluation of the MSW
 

4.1.    The WPR

As outlined in section 1, the WPR may be the most accu-
rate approach to estimating the MSW, despite some uncertain-
ties relating to its accuracy. The AH77 WPR, as used opera-
tionally  by  the  CMA  (Ying  et al.,  2014),  was  evaluated  in
comparison with the relationships fitted to the updated gust
factors. That is, the gust factors used in AH77 were the 50th
percentiles from table I in LS80, but the updated gust factors
were the 90th percentiles from table I in LS80. In addition,
we  used  the  recently  recommended  off-sea  gust  factor  of
1.38  (Harper  et al.,  2010,  hereafter  HKG10).  As  shown  in
Fig. 4a, the AH77 gust factors predict the highest sustained
wind speeds, and the other two approaches generate similarly
smaller values, although the gust factor in HKG10 predicts
an even lower sustained wind speed when the gusts exceed
57 m s–1, and this gap increased with wind speed. The three
gust  factors were then applied to the raw gust  data used in
AH77 (listed in Atkinson and Holliday, 1975), and the resul-
tant sustained wind speeds are plotted in Fig. 4b. Taking the
sustained winds derived in AH77 as the reference, the gust
factors of AH77 predict the highest sustained winds, exceed-
ing all of the reference data, whereas the other two gust factors
predict sustained winds of less than three-quarters of the refer-
ence data.

Using  the  wind  data  as  reprocessed  by  applying  the
gust  factors  from  LS80  and  HKG10,  the  refitted  WPRs
were compared among the binned and non-binned data. We
used the binning method of Landsea et al. (2004). As shown
in Fig.  4c,  the  effects  of  binning  are  not  obvious  for  the
winds  reprocessed  using  the  gust  factors  recommended  in
LS80, whereas the WPR fitted to the binned data seems to
yield  a  slightly  higher  MSW than that  obtained using non-
binned data for high winds when the winds are reprocessed
using  the  gust  factor  of  1.38.  Referring  to  the  minimum
RMSE of the fitted models, the relationship fitted to the repro-
cessed data using the gust factors recommended in LS80 is
as follows (i.e., the blue dashed line in Fig. 4c): 

MSW = 3.4(1010−MCP)0.632 . (9)
This  relationship,  with  an  MAE  of  4.3  m  s–1 and  bias  of
0.5 m s–1, is similar to Eq. (7). The relationship fitted to data
reprocessed using the gust factor of 1.38 is as follows (i.e.,

the blue solid line in Fig. 4c): 

MSW = 4.2(1010−MCP)0.578 . (10)

The MAE of this relationship is 3.9 m s–1, and the bias
is 0.4 m s–1. The difference between the two relationships in
Eqs.  (9)  and  (10)  may  be  attributed  to  the  differences
between  the  two  kinds  of  gust  factors,  which  introduce
biases of 0%–8%. Relative to the AH77 WPR, the two rela-
tionships  [i.e.,  Eqs.  (9)  and  (10)]  yield  overestimates  of
4.4%–7.7% and 0%–14.7%, respectively.

For a particular WPR, its application within the Dvorak
technique (Dvorak, 1975, 1984; Velden et al., 2006) is oppo-
site  to  that  used  when  analyzing  aircraft  reconnaissance
data. The former uses the MSW converted from the current
intensity (CI) number to estimate the MCP, whereas the latter
uses  the  MCP  to  estimate  the  MSW.  Therefore,  for  the
CMA  best  track  dataset,  continuous  application  of  the
AH77  WPR  may  not  only  cause  an  overestimation  of  the
MSW (i.e., stronger) during the aircraft reconnaissance era,
but also induce overestimation of the MCP (i.e., weaker) in
the satellite era, and, in turn, may introduce a spurious trend
to the long-term variability. 

4.2.    The reconnaissance MSW

The  effects  of  the  three  WPRs  (i.e.,  AH77,  refitted
LS80, and HKG10) on the MSW were further evaluated by
comparison  of  the  aircraft  reconnaissance  MSW  with  the
MSW  estimated  from  the  reconnaissance  MCP  using
WPRs. Only reconnaissance data that  contained both MCP
and  MSW  values  were  used  in  the  comparison. Figure  5a
shows that the probability distribution of the reconnaissance
MSW differs from that of the MSW derived from the MCP,
regardless of which WPR is used. In particular, the reconnais-
sance  MSW  has  a  longer  tail  and  more  intense  extreme
winds than either of the derived MSW values.  The median
of  the  reconnaissance  MSW  is  statistically  different  from
that  of  the  MSW  derived  using  the  refitted  LS80  and
HKG10 WPRs at a confidence level of 99.9% but is not sig-
nificantly different from that of the MSW derived from the
AH77  WPR  at  a  confidence  level  of  99.9%.  Among  the
three  distributions  of  derived  MSW, the  one  derived  using
the AH77 WPR has a longer tail and higher extreme winds
than the one derived from the refitted LS80 WPR, and the lat-
ter also has a longer tail and higher extreme winds than that
derived  from HKG10.  However,  only  the  difference  in  the
median  of  the  MSW calculated  using  the  AH77  WPR and
that derived from the refitted LS80 WPR is statistically signif-
icant at the 99.9% confidence level. This may be attributed
to the curvilinear characteristics of the gust factors and the
associated biases (Fig. 4).

The  biases  associated  with  the  reconnaissance  MSWs
from the  corresponding estimated  MSWs were  analyzed at
the annual timescale. Taking the biases based on the MSWs
estimated using Eq. (9) as an example (Fig. 5b), the positive
median  suggests  an  overestimation  of  the  reconnaissance
MSW,  which  is  significant  at  the  99.9%  confidence  level,
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and the changepoint of the biases, identified and confirmed
at  1966−67,  indicates  the  inhomogeneity  of  the  reconnais-
sance  MSWs.  The  biases  before  the  changepoint  have  a
median  of  7.4  m  s–1,  whereas  after  the  changepoint  the
median is 1.0 m s–1. Similar results were also found for the
biases based on the AH77 and HKG10 WPRs, which confirms
the  overestimation  of  the  reconnaissance  MSWs.  In  addi-
tion, the inhomogeneity of the biases suggests that the recon-
naissance data from the early years do not follow any of the
three WPRs. Such changes in the WPR were also found in
Knapp et al. (2013).
 

4.3.    From the reconnaissance MSW to the best MSW

We  next  compared  the  MSW  of  the  CMA  best  track

MSWA MSWB

MSWA MSWB

MSWA MSWB

dataset  with  the  aircraft  reconnaissance  MSW (Fig.  6a, b).
There  were  no  statistically  significant  differences  in  the
three quartiles between  and  over the periods
1949−1966 (Fig. 6a), or 1967–1987 (Fig. 6b). The difference
between the medians of  and  between 1949
and  1966  is  not  significant  at  the  99.9%  confidence  level.
This  indicates  that  the  aircraft  reconnaissance  MSW  data
were  better  incorporated  into  the  CMA  best  track  dataset
over the period 1967–1987 compared with 1949–1966. More-
over,  the  probability  distribution  of  and 
show longer tails and significantly higher quartiles over the
period  1949–1966  than  in  1967–1987,  which  can  be
attributed  to  a  greater  overestimation  of  MSW  during  the
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Fig.  4. Comparison  among  various  wind  gust  factors  and  corresponding  WPRs.  (a)  The  curves  fitted  to  the  gust
factors in AH77 and in LS80, and the off-sea gust factor of 1.38 in HKG10; (b) the sustained winds used in AH77,
and  those  converted  from  raw  wind  gusts  in  AH77  using  gust  factors  corresponding  to  the  50th  percentile  (open
triangles),  90th  percentile  (blue  plus  signs),  and  the  off-sea  condition  (red  crosses);  (c)  the  WPRs  in  AH77  (grey
dotted line), refitted in LS80 (grey dashed line), fitted using the wind reprocessed using a gust factor of 1.38 (grey
solid line), and that fitted using binned data: “m1” and “m2” denote the mean (blue crosses and plus symbols) and
median (red crosses and plus symbols) of the binned data, respectively. The WPRs fitted using the mean are in blue,
and those using the median are in red. All RMSEs and MAEs were calculated using the reprocessed non-binned data.
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period 1949–1966 compared with 1967–1987.

MSWBr MSWA MSWB

MSWBr

When  the  best  MSW  unrelated  to  the  reconnaissance
( )  is  compared  with  either  the  or ,
the  probability  distributions  for  both  1949−1966  and
1967−1987  are  skewed  significantly  towards  lower  wind
speeds. The first quartile and median of  over these
two periods are not significantly different at the 99.9% confi-
dence level, although the tail is longer and the third quartile
is  significantly  higher  for  1949−1966  compared  with
1967−1987. This suggests that the impacts of the reconnais-
sance  MSW on the  CMA best  MSW may extend,  to  some
extent,  to  the  data  unrelated  to  any  reconnaissance,  as
higher reconnaissance winds may provide more confidence

in making higher MSW estimates by analogy and interpola-
tion.
 

4.4.    Overestimation of the best MSW

MSWB MSWBr

The overestimation of the best MSW was evaluated by
comparison  with  the  MSW  estimated  from  the  best  MCP,
which statistically exhibits the same probability distribution
as  the  reconnaissance  MCP  (Fig.  7).  As  in  section  3b,  the
best MCP and MSW were divided into two groups of samples;
i.e.,  those  related  to,  and those  unrelated  to,  the  reconnais-
sance  MCP.  We  used  Eq.  (9)  to  calculate  the  estimated
MSW based on the results in section 4a. It should be noted
that the samples of  and  as shown in Fig. 7
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MSWA
MSWAH77 MSWLS80R

MSWHKG10
MSWA −MSWLS80R

Fig. 5. Same as in Fig. 3, but for a comparison of the aircraft reconnaissance MSWs ( ) with the MSWs
estimated  from  the  reconnaissance  MCPs  using  Eq.  (7)  ( ),  Eq.  (9)  ( ),  and  Eq.  (10)
( ),  (a)  Basic  statistics  and  probability  distributions  and  (b)  Annual  differences  between
reconnaissance and estimated MSWs ( ). In (b), the solid lines are the 50th, 75th, and 95th
quantiles, and the black triangle indicates the changepoint. N is the sample size for both MCP and MSW.
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Fig. 6. Same as in Fig. 3a, but for a comparison of the aircraft reconnaissance MSWs ( ) with the MSWs in the
CMA best track dataset (  and ) showing the basic statistics and probability distributions for the samples
from  the  periods  (a)  1949−1966  and  (b)  1967−1987.  denotes  the  best  MSWs  related  to  reconnaissance
MSWs, and  denotes the best MSWs unrelated to the reconnaissance MSWs.
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MSWLS80R MSWB
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Fig. 7. Same as in Fig. 5b, but for the annual differences between the best MSWs (  and ) and
the  MSWs  estimated  from  best  MCPs  ( ).  The  in  (a)  is  related  to  reconnaissance  MCPs
rather than reconnaissance MSWs, while the  in (b) is unrelated to the reconnaissance MCPs.
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are the same as those in Fig. 3 rather than those in Fig. 6.

MSWLS80R

MCPB

MCPB

MCPBr

MSWB
MSWAH77

As  shown  in Fig.  7a,  changepoints  at  1965-1966  and
1973-1974 were identified and validated in the annual differ-
ences  series.  The  changepoints  divide  the  series  into  three
periods with significantly different medians. The median of
the  first  period  (1949−1965)  is  10  m  s–1,  of  the  second
period  (1966−1973)  is  5  m  s–1,  and  of  the  final  period
(1974−1987) is 0 m s–1. Therefore, when compared with the
best  MCP-estimated  MSWs  ( ),  the  best  MSWs
related to the reconnaissance MCPs were found to be overesti-
mated during the first  two periods, with the overestimation
during  the  first  period  being  greater.  In  addition,  the  two
changepoints are markedly different from that of  in
Fig. 3b, which indicates that the influence of the inhomoge-
neous  best  MSWs  exceeds  the  influence  of  changes  in

.  This  is  also  confirmed  by  the  annual  differences
between  the  best  MSWs  unrelated  to  the  reconnaissance
MCPs and the estimated MSWs (Fig. 7b). The only change-
point  was  detected  and  validated  (at  the  99.9% confidence
level) at 1965-1966, which is the same as the first changepoint
in Fig.  7a but  noticeably  different  from  that  of  in
Fig. 3c.  Similar results were also obtained when the AH77
and HKG10 WPRs were used to estimate the MSWs, except
that a changepoint was detected and validated only at 1967-
1968 in the series of annual differences between the 
and  estimated .  As  can  also  be  inferred  from
Fig.  5,  the  inhomogeneous  differences  indicate  that  the
CMA best track data from the early years do not follow any
of the three WPRs. 

5.    Conclusion and discussion

We assessed the influence of the United States aircraft
reconnaissance  data  on  the  intensity  homogeneity  of  the
CMA  best  track  dataset  over  the  period  1949−1987.  We
first examined the homogeneity of the reconnaissance data,
analyzed  how  the  reconnaissance  data  were  used  in  the
CMA dataset,  and then assessed the  intensity  homogeneity
of the CMA dataset by dividing the dataset into reconnais-
sance-related  and  reconnaissance-unrelated  groups.  The
WPR, as an important aspect of TC intensity, was also exam-
ined, and used to evaluate the MSWs.

Consistent  with  the  results  of Knapp et al. (2013),  our
results suggest that in the period 1949−1987, the MCPs are
more reliable and homogeneous than the MSWs, regardless
of whether the aircraft reconnaissance data or the CMA best
track  data  are  used.  These  results  include  the  stable  fitting
of all reconnaissance data using the extrapolation equations
for the MCPs developed by Jordan (1958), which confirmed
the homogeneity of the reconnaissance MCPs. The better qual-
ity and homogeneity of the CMA best MCPs were found to
benefit from the incorporation of the reconnaissance MCPs
into  the  dataset,  while  the  remarkable  overestimation  and
inhomogeneity of the CMA best MSWs can be attributed to
the  incorporation  of  the  reconnaissance  MSWs  into  the
dataset.  The  good  agreement  between  the  reconnaissance
and  best  MCPs  was  reported  by Knapp  et al. (2013),  and

they found this phenomenon to be common in the best track
datasets  issued  by  various  agencies.  Our  results  also  show
that  the  overestimation  of  the  reconnaissance  and  best
MSWs was more pronounced prior  to  the  mid-1960s com-
pared with the period after the mid-1960s. The homogeneity
of best track data that are not based on reconnaissance data
differs from that of best track data based on reconnaissance
data.  In  particular,  the  best  MCP  data  series  unrelated  to
reconnaissance data appears to include two spurious change-
points in the mid-1950s and mid-1970s,  which we propose
were  generated  by  changes  in  the  operational  practices  of
the CMA. The best  MSWs that  are  unrelated to reconnais-
sance  data  appear  to  be  homogeneous  in  the  lower  half  of
the probability distribution, but inhomogeneous in the upper
half, and this may be attributed to having the confidence to
make higher estimates when the reconnaissance MSWs pro-
vide “observations” with stronger extreme wind.

The AH77 WPR, which is used operationally in CMA,
was  also  examined  by  using  updated  gust  factors.  Our
results suggest that the overestimations range from 4.4% to
7.7%, and 0% to 14.7%, for the updated functional and con-
stant  gust  factors,  respectively.  Although our  evaluation  of
the WPR was only preliminary and did not consider the influ-
ence of all additional factors (e.g., Harper, 2002; Knaff and
Zehr, 2007; Holland, 2008; Kossin, 2015) on the WPR, this
did not affect our evaluation of data homogeneity. Further-
more,  because  the  WPR  was  used  in  reverse  ways  during
the aircraft reconnaissance era and the satellite era, the overes-
timation caused by the WPR may have been introduced into
the  MSWs  during  the  aircraft  reconnaissance  era  and  into
the  MCPs  during  the  satellite  era.  Hence,  a  spurious  trend
across  the  two  eras  may  be  hidden  in  the  MCP and  MSW
data.

Although this study has focused on evaluating the homo-
geneity  of  TC  data  in  the  period  1949−1987,  our  ultimate
goal  is  to  improve  the  quality  of  the  CMA  TC  best  track
dataset.  However,  neither  reanalysis  (e.g., Landsea  et al.,
2004, 2012, 2014; Hagen et al., 2012; Delgado et al., 2018)
nor  homogenization  (e.g., Kossin  et al.,  2007)  of  the  TC
best track datasets uses the general methods of either numeri-
cal model-based reanalysis or statistical homogenization. In
terms of the numerical model-based reanalysis, the capability
of numerical models to reproduce TCs still seems unable to
achieve  the  goal  of  improving the  quality  of  the  best  track
data (e.g., Hodges et al., 2017). In addition, some additional
issues  have  been  introduced  into  the  procedures;  e.g.,  the
TC  tracking  and  detection  schemes  (Tory  et al.,  2013a, b;
Horn et al.,  2014).  Regional  reanalysis,  which shows some
advantages over global reanalysis, may introduce other prob-
lems (Zhang et al., 2007; Zick and Matyas, 2015). Regarding
statistical  homogenization  (Aguilar  et al.,  2003; Costa  and
Soares, 2009; Ribeiro et al., 2016), how to select the reference
time series remains a problem because the individual differ-
ences  among  TCs  may  be  large  and  the  identification  of
matching cases between the reference time series and the tar-
get data is thus necessary. In practice, much work remains,
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including  the  analysis  of  as  many  of  the  various  relevant
observations  as  possible,  if  we  are  to  achieve  the  goal  of
improving the quality of the best track dataset.
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